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Abstract. We present a method for propagating linear constraints. Our technique
exploits the fact that the interior point method converges on a central point of the
polytope. A variable assigned to an extreme point is therefore assigned to this
extreme point in all solutions. We show how linear relaxations and the interior
point method can be combined to prune variable domains. We also describe a
class of constraints where our propagator enforces global arc consistency.

1 Introduction

Recently, many algorithms have been designed to propagate global constraints [1, 4, 9,
16, 17]. Unfortunately, some global constraints, such the AT-MOST-1 [6] constraint and
the EXTENDED-GCC [9] are NP-Hard to propagate. Often, these constraints can easily
be written as integer linear programs. Using linear relaxation and other techniques de-
veloped by the operation research community, we show that it is possible to efficiently
propagate such constraints.

We model constraints as integer programs that we relax into linear programs. We
find a solution to the relaxation using the interior point method. We finally use a con-
vergence property of the interior point method to prune the variable domains.

This paper summarizes some results jointly obtained with Emmanuel Hebrard and
Toby Walsh. Due to space restrictions, some results and all proofs are omitted.

2 Related Work

Different approaches have been used to integrate linear programming to constraint pro-
gramming systems. Linear relaxations are commonly used to determine bounds in op-
timization problems (see for instance [18]). They are also used to detect the unsatis-
fiability of a problem earlier in the backtracking search or to improve the branching
heuristics [8]. The “Branch & Infer” framework [7] and the “Branch & Check” [19]
framework combine constraint and linear programming both for modeling and solving.

Closer to our approach, Puget [15] uses linear relaxations to propagate the MULTI-
CLIQUE constraint. The MULTI-CLIQUE constraint is an integer program where where
B is a binary matrix, e is the vector with all components set to 1, and Z is a constrained
integer variable on which we want to enforce bounds consistency.



n
∑

i=1

cixi = Z, Bx = e, x ∈ {0, 1}n

Puget computes the dual variables of the linear relaxation and maintains bounds
consistency on linear equations based on these dual variables.

3 Theoretical Background

A Constraint Satisfaction Problem (CSP) is defined by a set of variables X = {x1, . . . , xn}
and a set of constraints C = {C1, . . . , Cm}. The domain dom(xi) of a variable xi de-
fines which values can be assigned to the variable xi. A constraint Ci on variables
V ar(Ci) ⊆ X restricts the number of valid assignments. A solution to the problem
is an assignment that satisfies all constraints. A value v has a support in dom(xi) with
respect to a constraint Ci if there exists an assignment t with xi = v that satisfies
Ci. Enforcing consistency on a constraint C consists in removing unsupported values
from the domains with respect to constraint C. There exist different levels of consis-
tency. By definition, Global Arc Consistency (GAC) holds if there are no unsupported
values in the domains. Similarly, bound consistency (BC) holds if min(dom(xi)) and
max(dom(xi)) have a support. A consistency A is as strong as a consistency B (writ-
ten A � B) if B holds whenever A holds. A consistency A is incomparable with a
consistency B if there are cases when A holds but not B and vice-versa.

4 Linear programming

A binary integer program (IP) is a set of n binary variables subject to m linear equalities
and inequalities. Every binary integer program can be written in the following standard
form where A is a m × n coefficient matrix and b a vector of m dimensions.

Ax ≤ b

x ∈ {0, 1}n

}

IP

Finding a solution to a binary integer program is NP-Hard, this is why we study the
following linear program (LP) which is a relaxation of IP.

Ax ≤ b

0 ≤ xi ≤ 1

}

P

These equations describe a polytope of n dimensions, i.e. a convex shape delimited
by hyper-plans. Each face of a polytope is itself a polytope of lower dimension.

Many algorithms have been developed to solve such equations. All of them use a
common strategy which finds a solution by creating a polytope P′ of higher dimension
in which P is a face of P′. By using some properties based on the construction of P′,



the algorithm trivially finds a point inside the polytope. Then, by an iterative process,
the point moves until it reaches the face P and becomes a solution.

The simplex algorithm [11] iterates through the vertices of the polytope. Karmarkar’s
algorithm [20], also known as the interior point method, starts from a central point in
P′ and moves the point through the polytope until it reaches the face P.

5 Interior Point Method and Constraint Propagation

We now show how some properties of the interior point method can be used to create
constraint propagators.

Let ΩP be the set of solutions of the linear program P. Variables can be partitioned
into two sets: the variables B that can be assigned to positive values and variables N

whose value must always be assigned to 0.

B = {xi | ∃x ∈ ΩP , xi > 0} (1)

N = {xi | ∀x ∈ ΩP , xi = 0} (2)

The bipartition {B, N} is called the optimal partition [12]. Guler and Ye [13] proved
a convergence property of the interior point method that allows to easily compute the
optimal partition (B, N). The solution returned by the interior point method is central
to the polytope. Therefore, if a component of x is assigned to the boundary of the
polytope, it is simply because it has no choice to be on this boundary. In other words,
if the interior point method returns a solution where xi = 0, variable xi is assigned to
zero in all solutions.

This property can be used to design a constraint propagator. For instance, the PER-
MUTATION constraint can be encoded as follows on the following domains.

dom(a) = {1, 2, 3}, dom(b) = {1, 2}, dom(c) = {1, 2}

We create a binary variable for each value in the domains. For instance, we create
the binary variable a1 for value 1 ∈ dom(a) where a1 = 1 iff a is assigned to 1.

a1 +a2 +a3 = 1
b1 +b2 = 1

c1 +c2 = 1
a1 b1 +c1 = 1

a2 +b2 +c2 = 1
a3 = 1

0 ≤ a1, a2, a3, b1, b2, c1, c2 ≤ 1

The first three equations ensure that each variable is assigned to a single value while
the three last rows ensure that each value is assigned to only one variable. Using the
interior point method to solve this problem, we retrieve the following solution:

[a1, a2, a3, b1, b2, c1, c2] = [0, 0, 1, 0.5, 0.5, 0.5, 0.5]



Using the convergence property of the interior point method, we conclude that a1

and a2 belong to set N and therefore values 1 and 2 should be removed from the domain
of a.

There is a class of constraints where the interior point method can be used to enforce
GAC. Those constraints are encoded with a linear program Ax ≤ b with a binary
variable xv

i for each value v in dom(Xi), a totally unimodular coefficient matrix A and
an integer right-hand side vector b.

Unimodular matrix ([14] p. 316) “An integer matrix B is called unimodular if its de-
terminant det(B) = ±1.”

Totally unimodular matrix ([14] p. 316) “An integer matrix A is called totally uni-
modular if every square, nonsingular sub-matrix of A is unimodular.”

The polytope defined by a totally unimodular matrix and an integer vector b has all
its vertices at integer coordinates. This occurs, for instance, when A is the incidence
matrix of a network flow.

Lemma 1. Consider the linear program Ax ≤ b, 0 ≤ xi ≤ 1 where A is totally
unimodular and b has integer components. If there are no integer solutions with xi = 1
then the interior point method returns a solution with xi = 0.

Lemma 1 can be applied in other contexts. Consider the linear program P2 where A

is totally unimodular and b1 has integer components. No assumptions are made about
B, C, and b2.

[

A 0
B C

] [

x

y

]

≤

[

b1

b2

]

0 ≤ xi, yj ≤ 1







P2

Corollary 1. Consider the linear program P2. If there are no integer solutions with
xi = 1 in the linear program Ax ≤ b1, 0 ≤ xi ≤ 1, then the interior point method
returns a solution to P2 with xi = 0.

6 Example: The Cardinality Matrix Constraint

To illustrate our method of building constraint propagators, we use the cardinality ma-
trix constraint introduced in Régin [17]. This constraint applies to a m × n table of
integer variables Xij for 1 ≤ i ≤ m and 1 ≤ j ≤ n. There is a global cardinality
constraint [16] (GCC) on each row and each column. The GCC restricts the number
of occurrences of a value in a set of variables. For instance, GCC(X1, . . . , Xn, D, l, u)
insures that value v ∈ D is assigned to a least l[v] and at most u[v] variables among Xi

for 1 ≤ i ≤ n. The cardinality matrix constraint is NP-Hard to propagate since it is a
generalization of the quasigroup completion problem.

To propagate this constraint using our interior point method, we create the following
linear relaxation. Let xv

ij = 1 if Xij = v and xv
ij = 0 otherwise. Let lbR[i, v] and

ubR[i, v] be a lower and upper bound on the occurrence of value v on row i and let



lbC[j, v] and ubC[j, v] be a lower and upper bound on the occurrence of value v on
column j. We have:

∀ i, j
∑

v∈dom(Xij )

xv
ij = 1 (3)

∀ i, v lbR[i, v] ≤

n
∑

j=1

xv
ij ≤ ubR[i, v] (4)

∀ j, v lbC[j, v] ≤

m
∑

i=1

xv
ij ≤ ubC[j, v] (5)

∀ i, j, v 0 ≤ xv
ij ≤ 1 (6)

As explained in Section 5, we can use the interior point method to find a solution x

and remove value v from dom(Xij) for all xv
ij = 0.

To propagate this constraint, Régin uses three constraints: a GCC on each row, a
GCC on each column and finally a 0/1-CARDINALITY-MATRIX for each value. This
last constraint restricts the sum of each row and column of a 0/1 matrix to lie between
two constant bounds. As shown by Régin, even though this constraint is redundant,
enforcing GAC on 0/1-CARDINALITY-MATRIX significantly improves the pruning. We
show that the interior point method can be used to enforce a stronger consistency than
GAC on GCCs and GAG on the 0/1-CARDINALITY-MATRIX constraints.

Lemma 2. Our interior point method enforces a strictly stronger (�) consistency than
GAC on the GCCs on rows and columns and GAC on the 0/1-CARDINALITY-MATRIX

on each value.

7 Conclusion and Future Works

We have shown how the interior point method can be used as a core algorithm to design
constraint propagators. We would like to explore in the future how other tools associated
to operation research can be used to design constraint propagators. Sensitivity analysis
and the analysis of dual variables may help in pruning more the variable domains.
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