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Abstract— In this seminal paper, we sketch a general concep-
tual framework for self-organising systems (SOSs) that encom-
passes both stigmergy and MAS coordination, and potentially
promotes models of self-organisation for MASs where interaction
between cognitive agents is mediated by the environment, by
means of artifacts provided by the agent infrastructure. Along
this line, we first introduce the notions of Behavioural Implicit
Communication (BIC) as a generalisation of stigmergy, and of
shared environment (s-env) as a MAS environment promoting
forms of observation-based coordination (such as BIC-based
ones) that exploit cognitive capabilities of intelligent agents to
achieve MAS self-organisation.

I. INTRODUCTION

Self-organisation is typically associated to natural systems,
where global coherent behaviour emerges from a multiplicity
of local interactions between non-intelligent system compo-
nents, in absence of global centralised control. For instance,
physical systems like molecules of magnetic materials, bio-
logical systems like cytoskeletal filaments in cytoplasm of
eukaryotic cells [1], social systems like insect societies [2], all
exhibit forms of local interaction between very simple system
components that result in higher-level forms of organisation,
which can be reduced neither to the individual component’s
behaviour, nor to explicit external control or constraints over
system’s evolution. Self-organisation is also found in (human)
social systems, where it emerges from non-directed local
interactions between humans [3]. Robustness, fault-tolerance
and adaptability to changes are typical features of those sorts
of self-organising systems (SOSs henceforth) that computer
scientists and engineers are nowadays trying to capture and
bring to computational systems.

By definition, SOSs are those systems that exhibit some
forms of global order (organisation, structure, architecture,
. . . ), or direction, that emerge as the result of apparently non-
ordered, non-directed local behaviour. Correspondingly, funda-
mental definitory features of SOSs are the lack of centralised
control, and locality of interaction between components.

The very fact that natural SOSs often exhibit global “in-
telligent” (in a very broad sense) behaviours in spite of their
non-intelligent individual components (magnetic particles, cy-
toskeletal filaments, ants) has led a good deal of the SOS
research in computer science to focus on SOSs based of very
simple software components. This is the case, for instance, of
most of the literature on ant-based systems, trying to capture

the principle of self-organisation by mostly focusing on the
patterns of interaction between ant-like components, rather
than on their inner structure and functioning, as in the case of
stigmergy coordination [4].

This has changed in the last few years, with Multi-Agent
Systems (MASs henceforth) taking momentum in the SOS
field [5]. There, the most typical model for local interaction be-
tween components (agents) is based on direct communication:
according to [6], self-organising MASs are typically driven by
social interaction (communication, negotiation, coordination)
among autonomous entities. This is the case, for instance, of
the AMAS theory [7], where self-organisation depends on the
ability of the agents to be locally “cooperative” – based on
their ability to subjectively interpret interactions with other
agents and the environment. Also, this corresponds to well-
known patterns of self-organisation in human organisations
[3].

On the other hand, when interaction among agents is
mediated (so indirect, as opposed to direct interaction) by
the environment, it typically happens that cognitive abilities
of agents are not adequately exploited to the aim of self-
organisation. According to [8, page 316], there is

“a fundamental flaw in many studies of self-
organisation: the assumption that the subunits of a
self-organised system are dumb”

This is the case, for instance, of stigmergy [9] and swarm
intelligence [10] applied to MAS coordination, where no use
of agent cognitive capabilities is assumed to achieve self-
organisation.

Given such premises, in this seminal paper we assume as
our conceptual target those forms of self-organisation which
are based on mediated interaction through the environment (á
la stigmergy), but where intelligence of components plays a
relevant role. So, we first demystify the apparent dichotomy
between stigmergy coordination and social communication,
showing a larger range of options: interaction between cogni-
tive agents is not always reducible to communication, commu-
nication is not always explicit, and stigmergy (once properly
defined [11]) does not exhaust the whole range of interaction
through the environment. This is achieved by adopting the
theory of Behavioural Implicit Communication (BIC), which
models a wide range of social behaviours, and works as a
critical decentralised coordination mechanism which is mainly
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responsible for social order in human societies [11]. Such a
mechanism is shared with animal societies, where it takes
the form of stigmergy (which can then be thought as a BIC
sub-category), and in the context of MAS provides a more
comprehensive theory for self-organisation based on local
interactions mediated by the environment that also covers
cognitive agents.

Then, we focus on the environmental properties that enable
BIC, and devise out the notion of shared environment (s-
env) as a MAS environment promoting forms of observation-
based coordination (such as BIC-based ones) that exploit
cognitive capabilities of intelligent agents to achieve MAS
self-organisation. In particular, the environment should support
observability of agent’s behaviour, and enable awareness of
observation, through suitably-designed MAS infrastructures.
Along this line, a formal model for MAS encompassing both
BIC and s-env is introduced, that works as a model for MAS
infrastructures enabling and promoting advanced forms of
self-organisation for MAS based on cognitive agents, where
agents interact through suitable abstractions provided by the
infrastructure.

Some meaningful examples are finally discussed, that show
how forms of self-organisation can emerge in MASs based
on cognitive agents by exploiting the observability features
provided by shared environments, focusing in particular on
the BIC approach.

II. SELF-ORGANISATION THROUGH BEHAVIOURAL
IMPLICIT COMMUNICATION

A. Interaction, Communication, Observation

In this section we briefly introduce various kind of inter-
action which can be found in complex systems, remarking
in particular the relevance of indirect interaction and implicit
communication – based on observation and awareness – as far
as coordination and self-organisation activities are concerned.

Forms of indirect interaction are pervasive in complex
systems, in particular in systemic contexts where systems take
the form of structured societies with an explicit organisa-
tion, with some cooperative activities enacted for achieving
systemic goals. In such contexts, in order to scale with
activity complexity, sorts of mediating artifacts are shared and
exploited to enable and ease interaction among the compo-
nents. Mediating artifacts of different kind can be identified
easily in human society, designed and exploited to support
coordination in social activities, and in particular in the context
of cooperative work: examples are blackboards, form sheets,
but also protocols and norms. Mediation is well focused by
some theories such as Activity Theory [12] and Distributed
Cognition, [13] adopted in the context of CSCW and HCI,
exploring how to shape the environment in terms of mediating
artifacts in order to better support cooperative work among
individuals. Stigmergy is another well-known form of indirect
interaction, exploiting directly the environment as mediating
artifact: individuals interact by exploiting shared environmen-
tal structures and mechanisms to store and sense kind of signs
(such as pheromones in the case of ant-based systems), and

processes transforming them (such as evaporation/aggregation
of pheromones) [2].

With respect to interaction, communication adds intentional-
ity. A famous claim of the Palo Alto psychotherapy school says
that “any behaviour is communication” [14]: more generally,
we consider communication as any process involving an
intentional transfer of information from an agent X (sender) to
an agent Y (receiver), where X is aimed at informing Y. Agent
X’s behaviour has the goal or the function of informing agent
Y. Agent X is executing a certain action “in order” to have
other agents receiving a message and updating their beliefs or
epistemic state. Communication is an intentional or functional
notion in the sense that it is always goal oriented such that a
behaviour is selected also for its communicative effect1. In the
context of cognitive MAS – composed by intelligent agents
– explicit types of (high level) communication are typically
adopted for supporting coordination and self-organisation,
mainly exploiting common semantics and ontologies.

However, in complex societies explicit communication is
only part of the story: not all kinds of communication exploit
codified (and hence rigid) actions. Humans and animals are
for instance able to communicate also without a predefined
conventional language, by observing their normal behaviour
and practical actions. More generally, also forms of implicit
communication play a key role as kind of interaction. Looking
to societies of individuals provided with cognitive capabilities
(humans, agents, . . . ), observation and awareness can be
counted among the main basic mechanisms that enable forms
of implicit communication, which allows for coordination
and autonomous organisation activities. An agent’s behaviour
could be observed by another agent, and interpreted / used as
information by the observing agent; but also, being aware to
be observed, an agent could use its behaviour as a means to
communicate.

So, our claim here is that implicit communication – based
on observation and awareness – can be very effective as basic
brick to build flexible coordination and self-organisation in the
context of artificial societies, composed by cognitive agents.
While we agree with [15] that coordination is a causal process
of correlation between agents’ actions typically involving an
information flow between an agent and its environment, we do
not consider always this flow as a process of communication.
Consider a case where an hostile agent, whose actions are “ob-
servable”, is entering a MAS. If another agent becomes aware
of his presence, can observe him, should we say that the hostile
agent is communicating his position? Or, differently, is the
escaping prey communicating to the predator her movements?
Also, even if an agent’s perception of the action of another

1An agent’s behaviour can be goal oriented for different reasons. An
intentional agent (i.e. a BDI agent) is a goal governed agent (the goal is
internally represented) which instantiates a communicative plan to reach the
goal that another agent is informed about something. However, also simple
reactive agents (i.e. insect-like) can act purposively (hence can communicate)
if their behaviour has been shaped by natural or artificial selection, by
reinforcement learning or by design (in the interest of the agent itself). In
these latter cases the behaviour has the function of communicating in the
sense that it has been selected because of a certain communicative effect.
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agent is necessary implemented as information transition from
a sender to a receiver, this implementation of interaction
should not be necessarily considered as “communication” and
the passed information should not be always labelled as a
“message”. From the external viewpoint of the designer a
message passing of this sort is designed in order to inform the
agent who is observing. However from the viewpoint of the
agent a simple perception is not necessarily communication.

With respect to existing approaches on self-organisation
using intelligent agents (such the AMAS approach [7]), we
do not adopt direct communication as the main form of
interaction, instead we aim at exploring implicit communi-
cation as a form of indirect interaction, based on observation
and awareness as its basic bricks. With respect to existing
approaches based on indirect interaction – such as stigmergy
or computational fields [16] – we aim at considering societies
composed by individuals with high level cognitive capabilities
able to observe and reason about observations and actions.

B. Behavioural Implicit Communication

In cognitive MAS, communication is normally conceived
as implemented through specialised actions such as speech
acts defined in the FIPA ACL protocol [17]. Such protocols
are inspired by natural language or expressive signals where
meaning is associated to a specific action by convention.

Here we are interested in the case where the agent is aware
of being observed (other agents believe that he is performing
a given practical action) and he “intends that” [18] the other
are interpreting his action. This sort of communication without
a codified action but with a communicative intention is what
we intend for behavioural Implicit Communication [11]. What
is relevant here is that the agent’s execution plan is aimed to
achieve a pragmatic goal as usual: i.e. an agent A is collecting
trash to put it in a bin (as in [19]).

A general definition for BIC is: the agent (source) is per-
forming a usual practical action α, but he also knows and lets
or makes the other agent (addressee) to observe and understand
such a behaviour, i.e. to capture some meaning µ from that
“message”, because this is part of his (motivating or non
motivating) goals in performing α. To implicitly communicate,
the agent should be able to contextually “use” (or learn to use
or evolve to use) the observed executed plan also as a sign,
the plan is used as a message but it is not shaped, selected,
designed to be a message.

An agent B has the same goal but observing the other’s
action he decides to clean another side of the road. Since the
agent A knows that an agent B is observing him, the practical
action he is executing can be used also as a message to B such
as “I am cleaning here”. Such a possibility can lead agents to
avoid a specific negotiation process for task allocation and can
finally evolve in an implicit agreement in what to do.

Three different conditions are necessary to support such a
form of communication.

• The first is relative to environmental properties. The
“observability” of the practical actions and of their traces
is a property of the environment where agents live, one

environment can “enable” the visibility of the others
while another can “constrain” it, like sunny or foggy days
affect our perception. An environment could also enable
an agent to make himself observable or on the contrary
to hide his presence on purpose.

• The second is related to the capacity of agents to under-
stand and interpret (or to learn an appropriate reaction
to) a practical action. A usual practical action can be
a message when an agent knows the way others will
understand his behaviour. The most basic message will
be that the agent is doing the action α. More sophisti-
cated form would imply the ability to derive pragmatic
inference from it (what is the goal of doing? What can
be implied?).

• The third condition is that the agent should be able
to understand (and observe) the effect that his actions
has on the others so that he can begin acting in the
usual way also because the other understand it and react
appropriately.

behavioural Implicit Communication is in this sense a para-
sitical form of communication that exploits a given level of
visibility and the capacity of the others to categorise or react
to his behaviour.

So, BIC can be considered a generalisation of stigmergy.
The need for an environment for a MAS is often associated
with the goal of implementing stigmergy as decentralised
coordination mechanism. Besides, being the production of a
certain behaviour as a consequence of the effects produced
in the local environment by previous behaviour or indirect
communication through the environment [4], stigmergy seems
very similar to the form of communication we are arguing for.

However these general accepted definitions make the phe-
nomenon too broad. It is too broad because it is unable to
distinguish between the communication and the signification
processes. As we have seen in 2.1 we do not want to
consider the hostile agent’s actions or the escaping prey as
communicative actions notwithstanding that the effects of their
actions elicit and influence the actions of other agents. Besides,
every form of communication is mediated by the environment
exploiting some environmental channel (i.e. air).

As in BIC, real stigmergic communication does not exploit
any specialised communicative action but just usual practical
actions (i.e. the nest building actions). In fact we consider
stigmergy as a subcategory of BIC, being communication
via long term traces, physical practical outcomes, useful
environment modifications which preserve their practical end
but acquire a communicative function. We restrict stigmergy to
a special form of BIC where the addressee does not perceive
the behaviour (during its performance) but perceives other
post-hoc traces and outcomes of it.

Usually stigmergy is advocated as a coordination mecha-
nisms that can achieve very sophisticated forms of organisation
without the need for intelligent behaviour. However there also
exist interesting forms of stigmergic communication at the
intentional level. Consider a sergeant that – while crossing
a mined ground – says to his soldiers: “walk on my prints!”.
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From that very moment any print is a mere consequence of a
step, plus a stigmergic (descriptive “here I put my foot” and
prescriptive “put your foot here!”) message to the followers.

C. Forms of Observation-based Coordination

Coordination is that additional part or aspect of the activ-
ity of an agent specifically devoted to deal and cope with
the dynamic environmental interferences, either positive or
negative, i.e. with opportunities and dangers/obstacles [20].
Coordination can either be non social as when an agent
coordinate with a moving object. The conceptual framework
introduced so far makes it possible to frame some basic forms
of coordination in terms of observation and awareness, which
will be the key for enabling self-organisation of systems:

• Unilateral — X intends to coordinate with Y by observing
Y’s actions.

• Bilateral — In this case we have the unilateral form of
coordination for both agents, so: X intends to coordinate
with Y by observingY’s actions, and viceversa: Y intends
to coordinate with X by observing X’s actions.

• Unilateral-AW — In this case we have a unilateral form
of coordination, but with a first form of awareness: X
intends to coordinate with Y by observing Y’s actions,
and Y is aware of it (i.e. knows to be observed).

• Reciprocal — In this case the we have both a bilateral
form of observation based coordination and awareness
by both the agents: X intends to coordinate with Y by
observing Y’s actions, Y is aware of it, Y intends to
coordinate with X by observing X’s actions and X is aware
of it.

• Mutual — This case extends the reciprocal form by intro-
ducing the explicit awareness of each other intention to
coordinate: X intends to coordinate with Y by observing
Y’s actions, Y is aware of it, Y intends to coordinate with
X by observing X’s actions, X is aware of it, and X is
aware of Y intention to coordinate and Y is aware of X
intention to coordinate.

behavioural implicit communication is necessary for mutual
coordination while it is possible and useful in the other kinds
of observation-based self-organisation.

D. The Role of behavioural Implicit Communication in Dy-
namic Social Order

Global social order cannot be mainly created and maintained
by explicit and formal norms, supported only by a centralised
control, formal monitoring, reporting and surveillance proto-
cols. Social order needs to be self-organising, spontaneous
and informal, with spontaneous and decentralised forms of
control and of sanction [21]. In this respect, BIC plays a
crucial role. Sanctions like the act of excluding or avoiding
cheaters are messages; the same for the act of exiting (quitting
commitments). The act of monitoring the others’ behaviour
is a message for social order; the act of fulfilling commit-
ments, obeying to norms, are all implicitly communication
acts. Behavioural Implicit Communication has a privileged
role also for establishing commitments, locally negotiating

UNILATERAL

BILATERAL

UNILATERAL
AW

RECIPROCAL

MUTUAL

OBSERVATION AWARENESSAWARENESS 2

BIC

Fig. 1. Forms of coordination in relation to observation capability and
awareness. Squared awareness means awareness of awareness. BIC appears
with awareness, but is fully exploited when considering mutual coordination.

rules, monitoring correct behaviours, enforcing laws, letting
spontaneously emerge conventions and rules of behaviours.

Accordingly, a self-organising society of artificial agents
should be able to let emerge a sort of ‘social contract’
analogous to the one we find in human societies. Such a
social contract will first be established mainly by implicit
communication, then tacitly signed and renewed.

In what follows, we give some examples of this crucial role.

• Imitation for rule propagation — One of the main func-
tions of imitation (i.e., repeating the observed behaviour
of Y – the model) is for achieving a basic form of implicit
communication. The condition is that Y (the model) can
observe (be informed about) the imitative behaviour of
X . By simply imitating the peer, the agent can propagate
a tacit message like “I use the same behaviour as you,
I accept (and spread) it as convention; I conform to it”.
This BIC use of imitation is probably the first form of
mimetic propagation through communication and plays
a key role in convention establishment. X interprets the
fact that Y repeats its innovation as a confirmation of its
validity (good solution) and as an agreement about doing
so. Then, X will expect that Y will understand again its
behaviour next time, and that Y will use again and again
it, at least in the same context and interaction.

• The fulfilment of social commitments — Differently from
the acts of conforming to already existing norms, agents
(when observable) can implicitly communicate the ful-
filment of their social commitments. A conforming be-
haviour is a form of demonstrative act primarily intended
to show that one have done the expected action. Thus, the
performance of the act is also aimed at informing that it
has been performed.
This is especially important when the expectation of X’s
act is based on obligations impinging on X , and Y is

baldoni
103



monitoring X’s non-violation of his duty. Either X is
respecting a prohibition, or executing an order, or keeping
a promise. A social-commitment of X to Y of doing
the act, in order to be really (socially) fulfilled, requires
not only that agent X performs the promised action,
but also that the agent Y knows this. Thus, when X is
performing the act in order to keep his promise and fulfil
his commitment to Y , he also intends that Y knows this.
Even in absence of explicit and specific messages, any
act of social commitment fulfilment can be an implicit
communication act about that fulfilment.
A second order meaning of the conforming act can also
be: “I’m a respectful guy; I’m obedient; I’m trustworthy”,
but this inferential meaning is reached trough the first
meaning “I’m respecting, obeying, keeping promises”.
This second order meanings can circulate and boost the
reputation process that is a key informal sanction system
for dynamic social order [22].

• Local reissuing of norms — Moreover, one of the func-
tions of norm obedience is the confirmation of the norm
itself, of the normative authority of the group, and of con-
formity in general. Consequently, one of the functions of
norm obeying behaviours is that of informing the others
about norm obedience. At least at the functional level,
X’s behaviour is implicit behavioural communication.
Frequently, X either is aware of this function and col-
laborates on this, thus he intends to inform the others
about his respect of norms, or he is worrying about social
monitoring and sanctions or seeking for social approval,
and he wants the others see and realise that he is obeying
the norms. In both cases, his conforming behaviour is also
an intentional behavioural/implicit communication to the
others.
At the collective level, when an agent respects a norm,
he pays some costs for the commons and immediately
moves from the mental attitude of norm addressee (which
recognised and acknowledge the norm and its authority,
and decided to conform to it) to the mental set of the
norm issuer and controller [23]: he wants the others to
respect the norm, pay their own costs and contribution to
the commons.

III. A BIC-ORIENTED SHARED ENVIRONMENT FOR
SELF-ORGANISATION

So, to promote advanced forms of self-organisation in
MAS featuring cognitive agents, MAS environment should be
shaped so as to allow for observability and awareness of agents
behaviour.

Generally speaking, agents that live in a common environ-
ment (c-env) are agents whose actions and goals interfere
(positively or negatively). In a pure c-env, agent actions and
their traces are state transitions which can ease or hamper
the individual agents’ goals. An example is a ground that is
common for different insect species but where no interspecies
communication is possible. Agents can observe just the state
of the environment, and then act on that basis, achieving a

given self-organisation, still with no access to the actions of
their peers. Even a trace is seen as part of the environment
and not as a product of other agents. So, a generic property
of a c-env is that it provides agents with the means to keep
track of its state and possibly affect it.

As far as observation-based self-organisation is concerned,
we here propose a stronger notion of environment, called
shared environment (s-env). This is a particular case of a c-
env that enables (i) different forms of observability of each
other action executions, as well as (ii) awareness of such
observability, thus supporting unilateral, bilateral, reciprocal,
and mutual coordination.

A. Observability in Shared Environments

Each s-env is defined by the level of observability that it
can afford. The level of observability is the possibility for
each agent to observe another agent behaviour, namely, to
be informed when another agent executes a given action. For
instance, the most general kind of s-env can be defined by
the fact that each agent can observe the execution of all the
actions of all others agents. A prototypical model of this sort of
environment is the central ‘square’ of a town. Other levels of
observability may limit the ability of agents to observe given
actions of other agents – e.g. considering sort of invisible
actions – or to observe only given agents and not others –
e.g. considering obstacles preventing observation.

The level of observability of an s-env is easily understood
by a power relation Pow : A×A×Act, where A is the set of
agents – ranged over by meta-variables x, y, and z – and Act
is the set of usual practical actions which may be subject of
observation through the s-env – ranged over by meta-variables
α and β. When 〈x, y, α〉 ∈ Pow , also written Pow(x, y, α), it
means that action α ∈ Act executed by agent y is observable
by agent x through the s-env.2 This means that in that s-
env, it is structurally possible for x to observe the executions
of action α by y. We naturally say that x has the role of
observer agent, y that of observed agent, α that of observed
action. We extend the notation for power relation using sets
of agents or actions, e.g. writing Pow(x,B, α) with B ⊆ A
for Pow(x, y, α) holding for all y ∈ B, or Pow(x, y,Act) in
place of Pow(x, y, α) for all α ∈ Act.

Pow relation can be then conceived as specifying the rules
defining the set of ‘opportunities and constraints’ that afford
and shape agents’ observability within the environment. A
specific rule is an opportunity or a constraint for a specific
agent and in particular it is only relative to the agent’s active
goals while interacting with that environment.

Whereas relation Pow is introduced to statically describe
the set of opportunities and constraints related to agents’
observability, an observation relation Obs (a subset of Pow )
has to be introduced to characterise the state of the s-env at
a given time. When Obs(x, y, α) holds, it means that agent x

2Observability of an action should be intended here in its most general
acceptation, that is, accounting for all the properties that need to be observed
– so, not only the executing agent, but also time of execution, information
possibly carried along, and so on.
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is actually observing executions of action α by agent y. That
is, Obs(x, y, α) means that an execution of action α by agent
y will be perceived by x. Hence, notice that we differentiate
between the potential ability to observe, which is a typical
property of the environment where the agents live in, and the
actual observability, which might be driven by the explicit
motivation of agents. Indeed, since Obs ⊆ Pow , observation
is constrained by the level of observability featured by the
s-env.

The meaning of the observation relation can be understood
by taking into account the agent’s viewpoint over observation.
We first introduce the concept of agent epistemic state (ES),
representing the beliefs the agent has because of his obser-
vation role. The ES of an agent x includes its environmental
knowledge about observation, which is then given by informa-
tion (i) on the agents he is observing, (ii) on the agents that
are observing him, and (iii) on the action executions that he
is observing.

The first two kinds of knowledge can be addressed by sup-
posing the agent may, at a given time, have some knowledge
about the current state of relation Obs . In particular, write
Bzobs(x, y, α) for agent z believing that x is observing, from
that time on, executions of action α performed by z. On the
other hand, to represent the third kind of knowledge, we write
Bz(done(y, α)), meaning that agent z believes that y has
executed action α.3

B. Epistemic Actions

The epistemic state of an agent evolves through epistemic
actions, which are actions aimed at acquiring knowledge
from the environment [25]. Such an aim is expressed as an
agent intention: accordingly, we also define the concept of
motivational state (MS) of an agent, which includes all the
intentions an agent has at a given time. Then, an epistemic
action is fired by an agent intention, by which the s-env reacts
updating its state as well as the epistemic state of the agent.
So, we have different kinds of epistemic actions, each fired
by a different motivation: they are used e.g. to know who is
observing who, to have an agent observing another, to avoid
an agent observing another, and so on.

A first case of epistemic action is used by the agent which
is willing to know whether he is observing another agent,
whether another agent is observing him, or generally, whether
an agent x is observing actions α of an agent y. So, suppose
the MS of z includes intention Izcheck(x, y, α), which means
that agent z intends to know whether x observes executions of
α by y. Then, eventually an epistemic action is executed by
which the ES of agent z will include the belief about whether
Obs(x, y, α) holds or not.

Similarly, an agent may have the intention Ixobs(x, y, α)
in exploiting the observability power of the environment to

3The syntax we introduced clearly reminds standard modal logics for beliefs
as in [24], however, it is not our goal here to introduce any logics for agent
reasoning. This is why we still refer to the weaker notion of epistemic state
instead of beliefs state – and motivational state instead of intentional state as
described below.

observe y’s actions α. When such an intention appears in the
MS of agent x, the s-env conceptually intercepts it and enacts
the corresponding observations. This means that (i) the s-env
adds Bxobs(x, y, α) to the agent’s epistemic state (agent x
knows that he is observing actions by agent y), and (ii) relation
Obs is added the rule Obs(x, y, α) (the s-env makes agent x
observing actions α by agent y). In other words, we can think
that the appearance of an intention in the motivation state of
the agent causes the execution of an epistemic action toward
the environment, enabling agent observations.

Similarly, an agent may want to stop observing actions.
When the intention Ixdrop(x, y, α) appears in the agent
motivational state, the effects of obs(x, y, α) are reversed.

Now we are ready to link the MS state of the agent, Obs
rules and the ES state of the agent. According to the semantics
of the actions, the execution of an action α by agent y (written
done(y, α)) causes the creation of a new belief Bxdone(y, α)
in the epistemic state of all the agents x of the environment
such that Obs(x, y, α) holds.

C. Formal Model
To make our arguments more precise we introduce a formal

framework to describe the notions of ES, MS, epistemic
actions, and observation in a precise way, which is meant
to serve as an actual design for an infrastructure providing a
s-env. In particular, we provide a syntax and an operational
semantics for modelling MAS according to the conceptual
framework defined in previous sections.

Throughout this model, composition operator || is assumed
to be commutative, associative, to absorb the empty configu-
ration 0, and to consume multiple copies of the same element
– that is, x ||x ≡ x. Accordingly, any grammar definition of
the kind

X ::= 0 | x1 | . . . | xn | X ||X

defines elements of the syntactic category X as compositions
(without repetitions) of terms x1, . . . , xn. Given one such
composition X , we write xj ∈ X and xj /∈ X with
the obvious meaning. The syntax of MAS configurations is
reported in Figure 2.

Metavariable S ranges over configurations of the MAS,
which at our abstraction level are simple compositions of agent
configurations (ES and MS) and environment configurations
(Pow and Obs). Environment configurations are composition
of terms, each denoting either the power of agent x to observe
action α executed by agent y (Pow(x, y, α)), or the fact that
the environment is making x observe actions α executed by
agent y (Obs(x, y, α)). Agent configurations are compositions
of mental properties, namely beliefs (B) and intentions (I)
qualified by the agent x, and about a formula φ. As described
above, these properties are used to represent the ES and MS
of agent x, namely its knowledge and motivations. Notice that
we model a MAS configuration as a composition of both agent
and environment properties without a neat separation: in fact,
at our level of abstraction such a distinction is not necessary,
for epistemic actions involving both kinds of properties in a
uniform way.
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S ::= 0 | A | E | S ||S MAS configuration

E ::= 0 environment configuration
| Pow(x, y, α) x has the power to observe y’s α
| Obs(x, y, α) x is observing y’s α
| E ||E composition

A ::= 0 agent configuration
| Bxφ belief of x
| Ixφ intention of x
| A ||A composition

φ ::= formulas
obs(x, y, α) x is observing y’s α

| coord(x, y, α) x coordinates with y through α
| check(x, y, α) check whether x is observing y’s α
| drop(x, y, α) prevent x from observing y’s α
| done(x, α) x executes actions α
| ¬φ | Ixφ | Bxφ structured formulas

Fig. 2. Syntax of MAS configurations.

Elements φ are formulas which can be believed and/or
intended by an agent. Atomic formulas are: (i) obs(x, y, α),
used to express that x is observing executions of α by y, (ii)
coord(x, y, α), used to express that x coordinates its behaviour
with y by observing executions of α, (iii) check(x, y, α),
used to check if x is observing executions of α by y, (iv)
drop(x, y, α), used to prevent x from observing executions
of α by y, and (v) done(x, α), used to express that x
executes/has executed α. Moreover, formulas can be structured
ones: ¬φ expresses negation of φ, Ixφ and Bxφ that agent x
intends/believe φ. A number of assumptions on such formulas
are clearly to be made as usual, e.g. that ¬¬φ ≡ φ or
Bxφ ≡ BxBxφ. This amounts to define a logics for beliefs
and intentions: however, this aspect can be treated in a fairly
standard way, therefore its details are not reported for they play
no significant role in this paper – they are more about agent
internal architecture rather than agent interaction through the
environment.

On top of this syntax for MAS configurations, we introduce
an operational semantics, describing what are the allowed
evolutions of such configurations. This describes the dynamic
aspects of our model, providing details on preconditions and
effects to epistemic actions and observation in general. As
usual [26], operational semantics is defined by a set of
rewrite rules, reported in Figure 3. Each rule defines a MAS
configuration to be rewritten as interaction of the agent with
the s-env occurs: the left-hand side reports preconditions, the
right-hand effects, and the above part (when present) further
preconditions for the applicability of the rule.

Rule [CHECK] says that if agent z intends to check/know
if x is observing y’s action α, and this is the case, then such
an intention will be turned into a positive belief. Dually, rule
[N-CHECK] deals with the case where this is not the case
(Obs(x, y, α) does not occur in the system configuration), so

that z will believe that obs(x, y, α) does not hold.
Rule [DROP-Y] says that if agent z knows that x is

observing y’s action α (which is the case) and wants to stop
him, term Obs(x, y, α) is dropped from the environment and
z’s belief is updated correspondingly. By rule [DROP-N] we
deal with the similar case, but supposing the agent had a wrong
belief (x was not actually observing y’s actions α), which is
dealt with trivially.

Rule [ASK] is about agent z willing that x observes y’s
actions α: if this is allowed (Pow(x, y, α)), x’s beliefs will be
updated along with the environment state.

Rule [OBS-R] and [OBS-F] recursively define how the
environment broadcasts information about an action to all
the observers. When agent x wants to execute α, each ob-
server y (rule [OBS-R]) will be recursively added the belief
Bydone(x, α): when none needs to be managed, x intention
can simply become a fact, that is, he will believe the action
to be executed ([OBS-F]).

The final, trivial rule [AGENT] is used to represent the fact
that at any given time some agent configuration can change
autonomously, thus modelling any belief revision or intention
scheduling.

Notice that formulas Bzcoord(x, y, α) or Izcoord(x, y, α)
never appear in this semantics. This is because the fact that
an agent coordinates its behaviour with another is not an
aspect influencing/influenced by the environment: it is rather
a mental property characterising the forms of observation-
based coordination an agent participates to thanks to the s-env
support.

D. Formalising Observation-based Coordination

We put to test our formal framework showing how the forms
of coordination devised in Subsection II-C can be represented
through our syntax.
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Obs(x, y, α) ∈ S
Izcheck(x, y, α) ||S → Bzobs(x, y, α) ||S [CHECK]

Obs(x, y, α) /∈ S
Izcheck(x, y, α) ||S → Bz¬obs(x, y, α) ||S [N-CHECK]

−
Izdrop(x, y, α) ||Bzobs(x, y, α) ||Obs(x, y, α) ||S → Bz¬obs(x, y, α) ||S [DROP-Y]

Obs(x, y, α) /∈ S
Izdrop(x, y, α) ||Bzobs(x, y, α) ||S → Bz¬obs(x, y, α) ||S [DROP-N]

−
Izobs(x, y, α) ||Pow(x, y, α) ||S → Bzobs(x, y, α) ||Pow(x, y, α) ||Obs(x, y, α) ||S [ASK]

Ixdone(x, α) ||S → Ixdone(x, α) ||S′

Ixdone(x, α) ||Obs(y, x, α) ||S → Ixdone(x, α) ||Obs(y, x, α) ||Bydone(x, α) ||S′ [OBS-R]

Obs(y, x, α) /∈ S
Ixdone(x, α) ||S → Bxdone(x, α) ||S [OBS-F]

−
A ||S → A′ ||S [AGENT]

Fig. 3. Operational Semantics of Agent Configurations.

Given two agents x and y, an action α, and the system
configuration S we introduce the following predicates:

• Unilateral

Uni(x, y, α, S) ,

Obs(x, y, α) ∈ S ∧ Ixcoord(x, y, α)

Agent x is in unilateral coordination with y (in system
S, through action α), if he is observing y’s actions α and
he intends to coordinate with y through such actions.

• Unilateral with Awareness

UniAW (x, y, α, S) ,

Uni(x, y, α, S) ∧ Byobs(x, y, α) ∈ S

The form of coordination is unilateral with awareness if
x is in unilateral coordination with y and if y knows to
be observed by x.

• Bilateral

Bi(x, y, α, S) , Uni(x, y, α, S) ∧ Uni(y, x, α, S)

x and y are in bilateral coordination if they are both in
unilateral coordination with each other.

• Reciprocal

Rec(x, y, α, S) ,

UniAW (x, y, α, S) ∧ UniAW (y, x, α, S)

x and y are in reciprocal coordination if they are both in
unilateral coordination with awareness.

• Mutual

Mut(x, y, α, S) , Rec(x, y, α, S)
∧ BxIycoord(y, x, α) ∧ ByIxcoord(x, y, α)

Finally, x and y are in mutual coordination if they are in
reciprocal coordination and, moreover, they both know
that the other agent intends to coordinate through the
observed action α.

IV. CONCLUSIONS

In this paper we focused on some properties of MAS
infrastructures for cognitive agents supporting forms of self-
organisation, based on the BIC theory. Even though not
dealing with internal aspects of agents, we consider agents
provided with some cognitive capabilities, differently from
current environment-based approach in self-organisation, typ-
ically based on reactive agents (e.g. ants).

MASs built on top of a BIC-oriented infrastructure exhibit
the basic enabling principles which typically characterise self-
organisation:

• Local interaction — In the framework there is an explicit
notion of locality of interaction: agent observability and
awareness are related to a notion of locality that is
dynamic, depending on the adopted topology, which is
defined by the infrastructure and can be changed over
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time. The enacting of Pow(x, y, α) rules by MAS in-
frastructure implicitly defines such a topology in terms
of what actions can be observed by whom at any time.

• Decentralised control — Control is decentralised and
encapsulated in cognitive agents, which exhibits an au-
tonomous behaviour with respect to the environment.

• Emergent patterns — Patterns of MAS self-organisation
emerge from agent interacting through a suitably shaped
environment, by exploiting observation capabilities pro-
vided by the infrastructure.

Besides these basic principles, other interesting aspects that are
often considered when dealing with self-organising systems
can be re-casted in our framework:

• Individual-based models — Individual-based models are
currently considered the right approach for the quanti-
tative and qualitative study of SOS [26], tracking each
individual state and behaviour. The model presented in
the paper is indeed individual-based, since a MAS is
composed by individual agents with their own cognitive
state and behaviour, eventually playing different kinds of
roles inside the system.

• Openness (in the thermodynamic acceptation) — In order
to keep thermodynamic systems self-organised there must
be a continuous flow of energy from the environment:
our MASs are characterised by an analogous form of
openness, since agents are meant to exchange information
within the environment – which is outside the system –
by means of perceptions and actions.

• Non-linearity and feedbacks — Non-linearity and (pos-
itive) feedback that typically characterise SOS can be
obtained with forms of mutual coordination, realising
kind of non-linear chains of observation and awareness.

• Dissipative structures — In our framework, infrastructure
structure / services exploited by agents for enhancing
their observation / awareness capability can play the role
of dissipative structures, typically considered in SOS [27]
as a key to export entropy out of the system.

Most of complex system scenarios calls for systems with self-
organising capabilities but immersed in an environment that
can have (social) norms and constraints, typically specified at
design time and that enforced at runtime. We think that in
order to cope with such (apparently conflicting) aspects, MAS
infrastructure can play a key role [28]. On the one side, it
can provide mechanisms and abstractions enabling forms of
interaction enabling MAS self-organisation – thus promoting
system’s unpredictability. On the other side, such mechanisms
and abstractions can play a regulatory role, by enforcing laws
and norms constraining and ruling agent interaction space –
thus promoting system’s predictability. We believe that our
approach will support MAS engineers in finding the most
suitable balance between such a dilemma of “global vs. local
control” in MASs.
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