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Abstract— The process of information extraction and data
integration in a global information system demands automatic
techniques for quickly determining semantic similarity among
concepts across different ontologies. This paper presents a graph
based approach for computing, on-the-fly, semantic similarities
among ontologies of a specific domain. The approach consists of
integrating mobile agents and ontologies to support a variety of
applications in distributed environments. The resulting technique
is illustrated on Hermes, agent-based middleware for mobile
computing, by an example in molecular biology domain.

I. I NTRODUCTION

In recent years, ontologies [13], [14], [8], have played
an important role in many research areas such as informa-
tion retrieval and data integration; ontologies are usefulfor
semantic interoperability among heterogeneous information
systems [20]. In the information and computer science, an
ontology is a type of knowledge-base that describes the
concepts, through definitions, that are sufficiently detailed to
capture the semantics of a specific domain [13], [15]. An
ontology captures a certain view of the world, it provides a
vocabulary of terms and relations to model the domain [8];
it supports intentional queries regarding the content of one or
more data repositories, and it reflects the relevance of databy
providing a description of semantic information independent
of the data representation.

In a global environment, the interoperability of information
systems, is based on the possibility to offer a query environ-
ment in which users may enter a request without knowing how
and where the requested information are stored. Thus, due to
the heterogeneity of distributed information sources, theuse of
ontologies become essential to support the semantic interop-
erability; as well as, the availability of automatic techniques
for quickly determining semantic similarity among concepts
to describe queries and information sources to be queried.
In addition, the new Web applications, as described by T.B.
Lee et al. in [2], aim at guaranteeing the almost completely
automatic execution of complex distributed processes, where
autonomy, adaptability and cooperation are essential require-
ments. Agents technology [19] is an appealing approach to
build automatic applications. Agents being an autonomous
entity, able to react and adapt in a proactive way, in a dynamic
execution context, can encapsulate the execution of several
independent activities. The agent ability to cooperate with
other agents allows to have a useful interaction within an

heterogeneous environment [31]. The integration of agents
and ontologies as discussed in Hendler [17], provides a
powerful approach to automate distributed computation, to
support semantic interoperability and to allow meaningful
agents interaction. Furthermore, an agent can move from
one environment to another. In some specific domains as
computational biology and bioinformatics, the quantity ofdata
to be processed is often prohibitively large to be retrievedin an
acceptable time, thus the possibility to move the computation
is a promising approach. In an environment with multiple
information systems, such those visited by mobile agents, dif-
ferent domain ontologies can coexist [16]. Although the useof
single shared ontology would ensure the complete integration
across information systems, it is quite impractical because it
forces information systems to commit to this single ontology
by making difficult the input of new concepts. Thus, a mobile
agent has to face two problems: the ability to measure, on-
the-fly, thesimilarity among concepts of different ontologies,
(its own, e.g. its knowledge base and those used in the visited
sites, e.g. conceptual schema of local data repository), and the
ability to enrich his own knowledge with new concepts.

In this work, we propose integrating mobile agents with
suitable tools for managing ontologies during their migration
across distributed heterogeneous information systems. Tothat
purpose, we have defined an abstract data model, theonto-
logical graph, derived from the graph-based conceptual model
proposed in Mitra et al. [24], and we have defined a minimum
set of operators essential to manageontological graphs to
determine the similarity. We define three algebraic operators,
to isolate a concept in an ontology (projection), to measure
similarity between two concepts (similarity) and to enrich an
ontology with a new concept (enriching).
The proposed approach shows some advantages: any domain
ontology, being represented by RDF or OWL or DAML+OIL,
can be mapped into theontological graph; every information
system can use a local conceptualization of the domain without
to commit to a single global one; every agent can enrich
its own knowledge by generating a collection of synonyms;
and it can choose the most suitable similarity function [22],
[27], [10], [11], to relate domain-specific ontologies. Last
but not least, the algebraic operators can be considered the
ground for designing a declarative language to specify the
agent behaviour.
The three operators has been implemented in Hermes, mid-
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dleware for mobile computing, to support the description of
the mobile agents behaviour in a distributed environment. In
particular, the similarity operator has been implemented over
three algorithms: the semantic similarity algorithm proposed
by Maedche et al in [22], that proposed by Rodriguez and
Egenhofer in [27] and over a new algorithm based on structural
similarity, proposed in this work as an extension of our
previous work [7].

The paper is structured as follows: Section II describes
a motivating scenario with an example in Bioinformatics.
Section III defines theontological graphand the algebraic
operators. Section IV proposes a new similarity function.
Section V, discusses the behaviour of a mobile agent by
an example in Bioinformatics. Finally, Section VI remarks
conclusions and future work.

II. M OTIVATING SCENARIO

Nowadays, the widespread interconnection of distributed
systems, with the global distribution of information sources
and computational tools, offers a scenario where to built dis-
tributed applications in every domain of social and life science
(Medicine, BioMedicine, Computational and Systems Biology,
Health Care . . . ). In a wide view, we can think to design a
scenario where a user (human or application) describes his
goal (e.g complex queries, workflows of activities) by usinga
vocabulary of terms and relations close as much as possible
to his application domain. He will not worry about where
information are stored, what data formats have been used,
how tools can be integrated and services coordinated. The
achievement of the user goal is delegated to one or more
software entities or agents that are responsible for a correct
achievement of the user goal.

In particular, in Bioinformatics, a biologist would be ableto
specify his experiment like a workflow of activities, ranging
from researching and integrating information, to coordinating
computational tools executed over specific data. In this do-
main, where the amount of interrelated information exponen-
tially increases, it is very difficult for a human to exploit all
available data, to identify, select, clean and use all relevant
data, also because of different data formats with different
semantics.
If on the one hand the integration of heterogeneous data can be
achieved in different ways, on the other to manage all suitable
data in an acceptable time asks for remote computation. In
fact, data can be extracted and integrated either in a unique
datawarehouse to which users can submit a query using a
global schema, or instantaneously in native data sources. In the
first approach data are centralized, there is no instant schema
translation, but it is difficult to add new data repositories,
to maintain data updated and to modify any schema. In the
second approach, data remain in native repositories where
they are constantly updated and free to be represented in any
format, but an instant (on-the-fly) schema mapping must be
done by the data collector; in fact different data sources may
use different names and formats to refer the same object,
or the same name to refer objects with different meaning.

The latter is a typical scenario where a mobile agent works
on; therefore, integrating mobile agents with suitable tools
for managing ontologies would enrich its capabilities. It is
worth pointing out that an act of communication between two
agents is feasible only if a common ontology is shared. Even
if this restriction guarantees an agreement on the semantics of
exchanged data, not all data are a priori shared, thus agents
must be able to reach an on-the-fly agreement by measuring
semantic similarity of different ontologies. Whenever an agent
acquires new information, it can enrich its personal knowledge
base.

A. Running Example

Suppose a biologist has prepared his experiment within
an interactive virtual laboratory for Bioinformatics. Theex-
periment consists of the set of concurrent and coordinated
activities each of which is described by using the specific
terminology taken from an ontology of the biological domain.
The execution of the experiment is delegated to the run-
time support of the virtual laboratory. Suppose to have a
computational environment based on middleware for mobile
computation, where every experiment is compiled in a pool of
mobile agents activated to support the execution of the whole
experiment. Also, suppose that one of the agents is involved
in the execution of a query, which implies its migration across
several places to query different data repositories. Let

“Find all Complementary DNA transcribed from Messenger
RNA whose DNA is ....”
be a meaningful query for a biologist. We can observe that
“Complementary DNA”, “ Messenger RNA” and “DNA” are
terms that identifies domain specific concepts while “Tran-
scribed from” is a relation between two concepts.

As the mobile agent reaches a destination, it will interact
with a local stationary service agent, passing on to it the query
and the reference of the domain ontology. If the service agent
shared the domain ontology it will just translate the query in
the local format. If not, it will offer its local ontology to the
mobile agent, which in turn will decide whether to come to
an agreement or to move to next place. The final decision
could be taken over the result given by the similarity function
measured between the two ontologies. Once the mobile agent
has decided which are the most similar concepts to those
describing its query, it will rewrite the query in terms of
new concepts, and submit the query to the local service
agent. Afterward, the service agent will be able to convert
the incoming query to a corresponding local one. In some
cases, the mobile agent, could decide to enrich his knowledge
with new learned concepts, which could be also used by the
biologist to interpret the extracted data. Then, the mobileagent
moves to the next place.
What are suitable tools to support the interaction of mobile
agents with local service agent? To provide an answer, we
define theontological graph an abstract data model more
flexible and light than an ontology; suitable to map every
ontology a mobile agent will manage and analyze during
its migration. In the next section, before the definition of
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ontological graph the general concept of ontology will be
introduced.

III. O NTOLOGICAL GRAPH MODEL

Gruber in [13] defines an ontology as an explicit
specification of a conceptualization. A conceptualizationis
an abstract, simplified view of the world that we wish to
represent for some purpose. We can note that every knowledge
base, knowledge-based system, or knowledge-level agent is
committed to some conceptualization, explicitly or implicitly.
Usually, agents share a common specification (common
ontology) which supports the communication with each other
and they commit “on-the-fly” specifications (local ontology)
to operate on a specific domain. Guarino ([14]) underlines
that interoperating systems need two types of ontologies: a
top-level and a domain-level ontology. The top-level ontology
describes very general common concepts (e.g primitives of
a communication protocol [9] or concepts as time, space,
event, etc.) which are independent of a particular problem
or domain, by which to verify the consensus on sharing a
generic domain ontology. The domain ontology describes the
vocabulary related to a specific domain (like Biomedicine,
Molecular Biology, etc.) or a specific task or activity (like
Protein, Enzyme, etc.) by specializing the terms introduced
in a top-level ontology. The evolution of ontology researchin
computer science recently shifted from theoretical to practical
issues. Noy and Klein report in [26] that issues like what
a formal ontology is - what requirements an ontology must
satisfy - what representation language is suitable to define
and exchange ontologies, shifted to issues associated withthe
use of ontologies in real-world, for large-scale applications,
like how to use multiple distributed heterogeneous ontologies
- how to maintain updated an ontology - how to integrate
similar ontologies, etc.

An ontology, denoted by O, is a formal specification of
a conceptualization, that is the knowledge structure that de-
scribes, using a lexicon, the semantics of a given domain. A
lexicon is defined in [28], as a “knowledge-base about some
subset of words in the vocabulary of a natural language de-
noting concepts of the domain and relations among concepts”.

Notations

For ease of notation and retention of all definitions, in the
sequel of this paper, we will use the following notation.

Let:
L be the set of lexicons, ranged over byL1, L2 . . . L, L

′

, L
′′

;
O be a set of ontologies, ranged over by O1,O2,

. . . O,Ō,O
′

,O
′′

;
C be a set of ontological concepts, ranged over by

c1, c2, . . . c, c
′

, c
′′

;
R be a set of ontological relations, ranged over by

r1, r2, . . . r, r
′, r

′′

;
N,N1, N2 . . .H,K be a set of nodes, ranged over by

n1, n2, . . . , n,m ;

A,A1, A2 . . . be a set of arcs, ranged over bya, a1, a2, . . . .

Since, a lexicon contains terms to identify both concepts
and relations which semantically describe the domain, in the
sequel of this paper, we will separately use concepts and
relations as terms of a given lexicon. Therefore, a lexiconL
can be represented as a finite, not empty setC of concepts
and a not empty setR of relations among concepts.L can
be represented asL = 〈C,R〉. We assume thatR contains
a special relationsimilar which will be used to denote a
similarity relation between concepts.

Formally, an ontology O is a, node and arc labelled, graph,
where the labelling functions are expressed over a lexicon
L∈L; the set of graph nodes represents concepts and the set
of arcs represents relations between concepts. The association
between a node and a concept, so as between an arc and a
relation, is unique. Any concept can be described by its lexical
name and the set of relations it has with other concepts. A
concept is represented by a rooted subgraph.

An ontological graphis formalized by the following defi-
nition:

Definition 3.1 (Ontological Graph):An ontological graph
O=(N ,A, n) is a directed, rooted, node and arc labelled over
a lexicon L =< C,R >, graph. WhereN is the finite set
of ontology concepts,A is the finite set of relations among
concepts andn is the root. The node labelling function,λ :
N→ C uniquely associates a node to a concept in the lexicon.
The arc labelling functionδ : A→ R uniquely associates an
arc to a relation in the lexicon.

The functions,λ and δ, are neither injective nor surjective
mapping function; this property allows the existence of con-
cepts and relations in the ontology, that are not expressed in
the ontological graph.

Each ontology O∈ O is associated to the corresponding
ontological graphO. Each conceptc ∈ C is associated to
the corresponding subgraph. Each subgraph is, in turn, an
ontological graph. Each noden of an ontological graph
is associated to the name of the concept described by the
ontological graphrooted on the noden.

In the sequel of this paper, both ontology and
ontological graph, so as concept name and node, concept and
ontological graph, will be used interchangeable.

Figure 1 shows theontological graph corresponding to
a small set of concepts in Bioinformatics, whose lexicon
is L1 = {DNA, RNA, Ribozyme, Nucleotide, Ribonucleo-
tide, Deoxinucleotide, Nucleic-acid, Protein, Macromolecule,
Complementary-DNA, Messanger-RNA; Polymer-of, Subclass-
of, Transcribe-from, Translate-to}. In the figure, the concept
of Ribozymeis described in the subgraph rooted at the node
labelled byRibozyme. Thus, theRibozymeis Subclass-ofa
Macromoleculeand a Polymer-of the Ribonucleodite; this
latter, in turn is aSubclass-of Nucleotide. A Nucleotide, in
this conceptualization, is a primitive concept of the domain, a
leaf node of the graph. The Molecular Biology ontology used
to derived theontological graphhas been taken from TAMBIS
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Fig. 1. An ontological graphfor the lexiconL1
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Fig. 2. ontological graphfor the lexiconL2

project [12] in OIL [18], [29] description.
In Figure 2, we consider anontological graphcorresponding

to a different lexiconL2 = {DNA, RNA, Ribozyme, Nu-
cleotide, Ribonucleotide, Deoxinucleotide, Nucleic-acid, Pro-
tein, Macromolecule, cDNA, mRNA, Enzyme; Polymer-of, Is-a,
Subclass-of, Transcribe-from, Translate-to}. Figure 2 shows
that theRibozymeconcept is described by the same subgraph
of Figure 1. Whereas, the concept ofComplementary-DNA
from the lexiconL1 and cDNA from the lexiconL2 are de-
scribed by two different subgraphs whose degree of similarity
will be later discussed.

A. Algebraic operators

To allow the manipulation of ontologies byontological
graph, we concentrate on a minimum set of operators nec-
essary to measure on-the-fly the similarity among concepts of
different ontologies. The three main operators are:projection,
similarity andenriching (see Table I).

projection π : O × N → O

similarity σ : O ×O → [0, 1]

enriching ǫ : O ×O → O

TABLE I

ALGEBRAIC OPERATORS

Theprojectionallows to reduce theontological graphinto a
subgraph whose root node corresponds to a given concept. The
similarity operator is a function which measures the similarity
of two concepts and returns a coefficient that ranges over by
[0,1]; the coefficient is 1, if the two concepts are equal; it is
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0 if they completely mismatch. Theenrichingoperator allows
to enrich theontological graphwith new concepts.

The small set of operators could be easily extended with
other operators, for example those proposed by Mitra et al.
in [25] for ontology composition:Select, Intersection, Union
andDifference;

In the following, the description of behaviour of the pro-
posed operators is given. We have omitted the formal defini-
tions which can be found in Appendix I.

1) Projection π: The projection of anontological graph
over a given concept, reduces theontological graphby isolat-
ing the subgraph consisting of those concepts and relations
– except for the relationsimilar – that describe the given
concept. The root node of the projected graph is represented
by the concept itself.

The projection is a binary operator defined over anonto-
logical graphand a concept name.

π : O × N → O

Given anontological graphO=(N ,A,n) and a nodem∈N ,
the projectionof O overm returns the subgraph O

′

, rooted in
m corresponding to the concept associated tom. Suppose we
wish to isolate the conceptRibozymein the ontological graph
O given in Figure 1, theprojection operator can be used as
follows

π(O, Ribozyme) = O
′

Figure 3 shows the graphical behaviour of theprojection
operator over the example.

2) Similarity σ: The measure of the similarity between
two concepts determines how much the two corresponding
ontological graphs are similar. There are several ways to
measure the similarity among two concepts. Giunchiglia in
[11] proposes to classify the process of discovering the graphs
mapping in syntactic and semantic matching. The syntactic
similarity (matching) [21] is based on searching the semantic
correspondence among node labels, the resulting coefficient,
that ranges over [0,1], measures the similarity between the
labels of the given nodes by performing linguistic analysis.
The semantic similarity is based on analyzing the position
that a node has in a graph, that can be done either analysis
the position of a given node in terms of neighbours nodes [11],
or by following a path in the graph [3] or by analyzing both the
semantic and the syntactic concepts matching, as Maedche et
al. propose in [22]. In the above cases, the similarity algorithm
returns a coefficient that ranges over[0, 1], except for the
Giunchiglia algorithm that returns a set of values that range
over {=,⊆,⊇,⊥} (equality, more specific, more general and
mismatch respectively). In Section IV, we propose a new
approach which determines semantic similarity by clustering
concepts satisfying common relations. The algorithm allows
to measure on-the fly semantic similarity without sharing a
domain ontology.

The similarity operator allows to measure the similarity
between two concepts of differentontological graphs. The

similarity returns a coefficient that ranges over [0,1]. How the
similarity is measured, it depends on the algorithm chosen to
implement the operator. In any case, two concepts are equal if
the similarity returns 1, two concepts mismatch (no affinity)
if the similarity returns 0.

The similarity is a function defined over twoontological
graphs.

σ : O ×O → [0, 1]

Given two ontological graphs O=(N1, A1, n) and
O

′

=(N2, A2,m) respectively, thesimilarity of O and O
′

over the two root nodesn and m returns a real number
α ∈ [0, 1] that quantitatively estimates the similarity degree
of the concepts described by theontological graphs.

Suppose we wish to measure the similarity between
the concept Ribozyme in the ontological graph
O=(N1, A1, Ribozyme) given in Figure 1, andRibozyme
in the ontological graphO

′

=(N2, A2, Ribozyme) given in
Figure 2, thesimilarity operator most likely will return the
value 1.

σ(O, O
′

)= 1

If we measure the similarity betweenComplementary-DNA
and cDNA described in the two graphs respectively, the
similarity operator will returns the valueα depending on the
algorithm that implements the operator.

σ(Complementary-DNA, cDNA) = α

3) Enrichmentǫ: When an agent discovers a new concept,
he can decide to enrich his knowledge by storing the new
knowledge. This can be done in several ways, by creating a
new data structure or by adding the projection of the new
concept to itsontological graph. Theenriching is an operator
defined over two concepts, i.e. twoontological graphs:

ǫ : O ×O → O

Given twoontological graphs O=(N1, A1, n) and O
′

=(N2,

A2,m), representing two similar concepts, the enrichment of
O with O

′

is obtained by adding a new arc from the root
n of O to the rootm of O

′

labelled by “similar”; similar
is a special relation meaningful only for the agent purpose.
Suppose we wish to store the knowledge thatcDNA is similar
to Complemntary-DNA, we can use theenrichingoperator be-
tween O=(N1, A1, Complement-DNA), O

′

=(N2, A2, cDNA)
as follows

ǫ(O, O
′

) = Ō

The resulting graph̄O is depicted in Figure 4.

IV. A STRUCTURAL SEMANTIC SIMILARITY FUNCTION

In this section, a new function to assess the semantic
similarity between concepts is proposed. We only compare
the structural (topological) similarity among sets of concepts
without considering syntactic matching between node labels.
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Fig. 3. The projectedontological graphin Figure 1 over the node “Ribozyme”

Complement-DNA

cDNA

similar

Fig. 4. Enriching operator over the running example

Given two ontological graph O1=(N1, A1, n),
O2=(N2, A2,m) and two sets of nodesH ⊆ N1 and
K ⊆ N2, with H 6= ∅ 6= K, the similarity betweenH and
K is measured by the function in Table II, where, for any
given set of nodesN , τ(N) is the number of outgoing arcs
from (nodes in)N , RN is the set of relations – different
from similar – associated to the arcs outgoing fromN , and
sonsr(N) is the set of nodes reachable from any node inN

through the relationr ∈ R.

Intuitively, two set of conceptsH and K are equal (mis-
match) if both of them (one but not the other) contain only
primitive concepts, that is, have no outgoing arcs. Otherwise,
if both H andK contain no primitive concepts (the number of
outgoing arcs fromH andK is greater than zero), we consider
the setRH ∩ RK of the relations they have in common. For

eachr ∈ RH ∩ RH , we recursively applyf to the sets of
nodes reachable fromH andK through the relationr.

It is worth noting, that the proposed similarity function is
relevant when the relation are meaningful for the application
domain.

V. ON-THE-FLY CONCEPTSCOMPARISON ACROSS

ONTOLOGIES

As we mention in the introduction, in the context of multiple
information systems, the semantic interoperability must allow
users to enter a request without knowing where and how data
are stored.

We have implemented the biological example described
in Section II, in the framework of Hermes, middleware for
mobile computation proposed by Corradini et al. in [5], [6].
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1 iff τ(H) = τ(K) = 0

0 iff τ(H) = 0 xor τ(K) = 0

∑

r∈RH∩RK

f(sonsr(H), sonsr(K))

card(RH ∪ RK)
otherwise

TABLE II

THE SIMILARITY FUNCTION

As Figure 5 shows, Hermes is structured as a component-
based system with 3-layer software architecture:user layer,
system layerand run-time layer. At the user layer, it allows
users to specify their application as a workflow of activities
using the graphical notation provided by DroFlo (OpenWFE,
2005) and JaWE editor (Enhydra, 2003). At the system layer, it
provides a context-aware compiler to generate a pool of user
mobile agents from the workflow specification. At the run-
time layer, it supports the activation of a set of specialized
service agents, and it provides all necessary components to
support agent mobility and communication. Hermes can be
configured for specific application domains by adding domain-
specific components.

Biological workflow
———————————————- User Layer
Workflow Management

Bio-agents
———————————————- System Layer
Context-aware compiler

Bio-Service Agent
———————————————- Run-Time Layer
Core

Fig. 5. Hermes Software Architecture

Suppose to have Hermes as middleware that allows the
interoperabilty among different information systems and sup-
pose to have a service agent,ontology service agentwhich
interfaces local repositories and interacts with mobile agents to
allow semantic querying. Let us consider the running example
described in Section II, and suppose that the definition of a
workflow in the biological domain consists of a single task:
retrieval of information aboutComplement-DNA. Also assume
that the ontological graphs in Figures 1 and 2 (denoted in the
following by O1 and O2) are used to describe the query and
the remote data schema repositories, respectively.

In the Hermes context, a mobile agent (called bio-agent)
is created, by usingL1 related to O1 on platform 1, to
support the execution of the workflow activity. The bio-
agent has the goal to move to platform 2 and to search the
conceptComplement-DNA. The bio-agent starts to extract the
subgraph ofComplement-DNAfrom the derivedontological

graph O1 (Figure 1) and moves to platform 2. There, it will
interact with a local stationary service agent, passing on to
it the query and the reference of the domain ontology. If
the service agent shared the domain ontology it will just
translate the query in the local format. If not, it will offer
its local ontology to the bio-agent. The bio-agent will search
for the most similarComplement-DNAconcept onO2. Note
that nodes and arcs of the subgraphs are indicated by corre-
sponding labels in the lexicon. TheComplement-DNAconcept
is compared to all the subgraphs, thus the agent will compute
f(Complement-DNA, mRNA) = 0.33331 and f(Complement-
DNA, Enzyme) = 0.333. To evaluatef(Complement-DNA,
cDNA), the agent needs to evaluate the following values:
f(Messenger-RNA, mRNA) = 1+1+1

4
= 3

4
= 0.75 and

f(Deoxinucleotide, Deoxinucleotide) = 1.
The agent can now complete the comparison between
Complement-DNAand cDNA, computing f(Complement-
DNA, cDNA) = 0.75+1

4
= 1.75

4
= 0.4375, which yields

cDNA as the concept most similar toComplement-DNA, with
a similarity degree of0.4375.

Having obtained the degree of similarity between
Complement-DNAon platform 1 and cDNA on platform 2,
the mobile agent can ask service agent to extract information
(projection) aboutcDNA from platform 2, having learned
that cDNA is “sufficient” similar toComplement-DNA, it will
enrich is knowledge. Then, it will rewrite the query and
proceed in the task execution.

A. Related Work

A general approach to data integration has been to map the
local terms of distinct ontologies onto a single shared ontology,
as described in [27]. In this work the semantic similarity is
typically determined as a function of the path distance between
terms in the hierarchical structure underlining this ontology
[4]. Another strategies for ontology integration are basedon
the mapping of a local ontology onto a more generic ontology
[1], [30]. The ONIONS methodology [1] integrates local on-
tologies by inheriting from shared generic ontologies, butdoes
not automatically compare concepts (as proposed herein). The
OBSERVER [23] ontology-based system combines intensional
and extensional analysis to calculate lower and upper bounds
for the precision and recall of queries that are translated across
ontologies.

1Given two nodesn andm, we writef(n, m) to denotef({n}, {m})

WOA 2005 43



Weinstein et al. [30] propose differentiated ontologies as
support to communications in distributed systems subject to
semantic heterogeneity. Ontologies are described by using
Description Logic. Concepts are formally defined in relation
to other concepts, so that concepts in local ontologies inherit
definitional structure from concepts in shared ontologies.

Recently, Rodriguez in [27], has suggested that in the area
of information retrieval and data integration, the use of on-
tologies and semantic similarity functions have recently been
emphasized as a mechanism for comparing objects that can
be retrieved or integrated across heterogeneous repositories
[16]. The authors proposed a model for semantic similarity
among Entity Classes from different ontologies. Ontologies
are described as objects by using BNF. The similarity model
provides a systematic way to detect similar entity classes
across ontologies based on the matching process of each of
the specification components in the entity class representa-
tion (i.e., synonym sets, distinguishing features, and semantic
neighborhoods).

The approach presented in this paper measures the structural
similarity by only considering the relations among concepts.

VI. CONCLUSIONS ANDFUTURE WORK

The present work aims at integrating ontologies in mobile
agents. This approach allows the information retrieval and
data integration in a scenario where a pool of mobile agents
can migrate across different data repositories where updated
information can be instantaneously retrieved.

The integration ontologies and mobile agents allows to
discover new knowledge by combining information extracted
from different data repositories and to move computational
tools over data, by delegating a software entity. This approach
supports the decentralization of the execution of local activ-
ities, to avoid the warehousing of highly dynamic data, to
reduce network traffic and to free the users from network faults
and from the need to be continuously connected to a laptop.

Future work will be geared towards reducing complexity
through hypergraphs in place of graphs, generalizing the
similarity function to cyclic graphs, exploiting the similar
relation in the definition of similarity function and validating
the proposed approach on a real application.
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APPENDIX I
FORMAL DEFINITION OF ALGEBRAIC OPERATORS

In this appendix we provide the formal definition of the
three operators performing the minimal set of operators that
a mobile agent can use across platforms for determining
ontology mapping. The three operators introduced in Section
III-A are: Projection, Similarity and Enriching.

1) Projectionπ: Theprojectionis a binary operator defined
over anontological graphand a concept.

π : O × N → O

Definition 1.1 (Projection):Given an ontological graph
O=(N , A, n) and a concept namem ∈ N the projection of
O on m is defined as:

π(O,m) = Ō

whereŌ = (N1, A1,m) is the subgraph of O such that:

1) N1 is the set of nodesnj ∈ N such that eithernj = m

or ∃ n0, n1, . . . , nj ∈ N , with j ≥ 1, such thatn0 = m

and (n0, n1), . . . , (nj−1, nj) ∈ A

2) A1 = {(n1, n2) ∈ A | n1, n2 ∈ N1}

Properties of the projection
• π(O, null) = (∅, ∅, null)
• π(O, n) = (∅, ∅, null) sen /∈ N
• π(∅, n) = (∅, ∅, null)

2) Similarity σ: The similarity is a function defined over
two ontological graphs. Given twoontological graphs O, O

′

and two noden, m, thesimilarity of O and O
′

over n andm

returns a real numberα ∈ [0, 1]; α, quantitatively estimates
the similarity degree of the two concepts.

Definition 1.2 (Similarity):Let O= (N,A, n) and O’=
(N′,A′, n′) be two ontological graphs. The similarity of O
and O’ is defined as:

σ(O, O′) = α

whereα ∈ [0, 1].
The similarity operator can be implemented with one of

the algorithms available in literature [7], [22], [27] or the one
introduced in Section IV, in that case the similarity will beas
follows

σ(O, O′) = f(n, n′)

Properties of the similarity
• σ(O, O) = 1
• σ(O, ∅) = σ(∅, O) = σ(∅, ∅) = 0
• σ(O, O′) = σ(O′, O)

Several similarity functions can be defined over two
ontologies, as long as, they return a real positive number that
ranges over by[0, 1]; 0 means no affinity and 1 overlapping
(equivalence) of the two ontological concepts.
As an example, the similarity function has been discussed in
details in Section IV.

3) Enrichmentǫ: Theenrichingis a binary operator defined
over ontological graphs. Given twoontological graphs O, O

′

theenrichingof O with O
′

returns O enriched by adding a new
arc from the root of O to the root of O

′

labelled bysimilar.
Definition 1.3 (Enrichment):Let O=(N ,A, n), O′ =(N ′,A′,

n′) be twoontological graphs. The enrichment of O over O
′

is defined as:

ǫ(O, O′) = Ō

whereŌ=({N∪ N′}, {A∪ A′ ∪ {(n, n′)}, n}) and δ(n, n′) =
similar.
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