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Abstract— In this paper we propose a new method, called
SEMQUERY, for querying information sources whose data are
organized according to different schemata. The method is based
on the idea ofsemantic elicitation, namely a process which takes
in input the structural part of a query (e.g. the XPath part of an
XQuery) and returns an expression in a logical language which
represent the meaning of the query in a form which ideally is
independent from its original syntactic formulation. Since the
same process of elicitation can be performed on any path of
schemata used to organize data, the decision on whether there is
any logical relation between a query and a path in the schema
is made via logical reasoning.

I. I NTRODUCTION

The distribution of knowledge across a large number of
different and autonomous providers raises the problem of re-
trieving information from semantically heterogeneous sources.
A crucial issue is how to allow users to query heterogeneous
information sources without assuming that they know their
conceptual structure. The problem, of course, is not new. It
has been studied for a long time in the database community, in
the form of querying distributed and heterogeneous databases
(e.g. [3]). However, the proposed solutions either cannot be
straightforwardly extended to other domains (e.g. querying
document repositories based on a classification schema, or
according to a hierarchy of web directories), or are based
on assumptions which limit their applicability (e.g. assuming
that mappings across schemata are available from the start).
In this paper, we propose a new approach, which builds on
our experience in the Semantic Web, but can be generalized
to any information source which is structured according to
some explicit schema, such as databases, product and service
catalogs, document directories (e.g. web directories in search
engines like Google or Yahoo), file systems (e.g. in peer-to-
peer file sharing applications). As a concrete example, and
without any loss of generality, we will discuss the problem,
and present our results, using XMLSchema [8], [9] as a syntax
for schemata, and XQuery [10] as a query language (more
precisely, the XPath [7] fragment of an XQuery).

The main contribution of the paper is a method, called
SEMQUERY, which, given a query containing an XPath ex-
pression� and a collection of XMLSchema specifications�,
computes the set ofsemantically equivalentrewritings of �
with respect to each� � �. SEMQUERY is based on the
concept ofsemantic elicitation, which is a process that takes

an XPath expression and encodes its meaning in a logical lan-
guage�1. This encoding, which in SEMQUERY is performed
fully automatically, makes explicit the meaning of an XPath
expression in a form which is (relatively) independent from
its original syntactic form, and ideally is logically equivalent
to any other semantically equivalent XPath expression. To
achieve this result, we assume that the names of elements
and attributes in a schema are meaningful noun phrases of
some natural language (e.g. English). As we argued in [1],
this assumption is crucial, as it allows us to exploit lexical
and domain knowledge to construct a deep interpretation of
XPath expressions.

Semantic elicitation can be applied both to XPath expres-
sions occurring in a query and to XPath expressions which
describe a path in a XMLSchema. Therefore, the way a query
� is processed against a schema is the following: the meaning
of the XPath part of the query is elicited, the meaning of
each path in the schema is elicited as well, and then the
decision on whether there is any logical relation between
the query� and a path in the schema is made via logical
reasoning (in the paper, we check for concept equivalence
or subsumption, but of course this is only a special case).
As we shall show, SEMQUERY can be implemented quite
efficiently, as the semantic elicitation of a schema’s pathscan
be performed at design time and stored with the schema (this
enriched version of a schema is what we call acontext). At
execution time, we only need to elicit the meaning of the
query and match it against the concepts (already) availablein
a schema.

The structure of the paper is as follows: Section II defines
the problem, and Section III describes our method, SEM-
QUERY, for solving the problem. Finally, Section IV provides
a detailed description of the semantic elicitation phase.

II. T HE PROBLEM

Imagine that we have two schemata�� and �� such as
those depicted in Figure 1, and suppose they are used to
structure two multimedia document repositories. Considerthe
paths which lead to the node	
��
�
��
 in the schema on
the left hand side and to the node���� in schema on the
right hand side. Despite their syntactical difference, they seem

1In this paper we use Description Logic, as we deal mostly withconcepts
and attributes. However, in previous work on semantic coordination, a much
simpler encoding in propositional logic was used [1].
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Fig. 1. Two simple schemata

to have the same meaning, something likeimages of Tuscan
landscapes in JPEG format. For classification schemata, the
intuition behind the notion of “having the same meaning” is
that a human user would classify the same documents under
the two nodes. However, XPath expressions refer directly to
the syntactical features of schemata; as a result, there is no
single XPath expression that can be used in a query to refer to
the two semantically equivalent nodes	
��
�
��
 and����,
and therefore to retrieve the associated documents.

We therefore need a way of recognizing that the two XPath
expressions

������� ��	
� �
 � � ����� �� ������������������������
(1)

and �������� ���	�
 � � �� ������ �����������������
(2)

are semantically equivalent, regardless of their concrete
syntactic form, and therefore that an XQuery expression
containing the first path should allow us to retrieve not only
documents from the corresponding path in the first schema,
but also document from the path in the second schema.

In addition, one might want to recognize that, for example,
a query containing the XPath expression

������� ��	
� �
 � ������ �� ������ �!"���������������

can be also a valuable answer for a query containing the
expression

������� ��	
� �
 � � ����� �� ������������������������

even though in this case the relation would not be semantic
equivalence, but rather subsumption (after all, JPEG pictures
of landscapes of Florence are a special case of JPEG pictures
of landscapes of Tuscany).

To sum up, the examples show that syntactically different
XPath expressions may be used to refer tosemantically
equivalentconcepts. The problem we address is to define an
automated method forasking and answering queries semanti-
cally, namely to ask queries which are (relatively) independent
from their syntactic form, and to answer a semantic query by
looking for semantic relations between concepts.

III. SEMQUERY: A SHORT DESCRIPTION

SEMQUERY is a method for asking semantic queries based
on what we call themeaningfulness hypothesis, namely that

the schemata which are used to organize information sources
have meaningful labels2. As we discussed in [1], there are
two reasons for making this hypothesis in a framework in
which semantic relations between schema elements are to be
discovered and exploited in a principled way:

1) Firstly, if we didn’t assume that labels were meaningful,
there would be no reason to say, for example, that there
is a relation between#$
��
 and � #�%&'�
. Indeed,
as mere strings, there is no similarity, and synonymy
is definitely a semantic relation between meaningful
words. Conversely, we don’t want to conclude that� #�
an �(� are more similar than� #� and �)�
*
% #(�,
though the first two are syntactically much more similar
than the others. We stress this issue, as many approaches
to semantic interoperability, e.g. those based on graph
matching, use thesauri or other type of lexical informa-
tion in a way which is sound only if one makes the
assumption of meaningfulness;

2) The second, more important observation, is that if we
ignore the meaning of lablels, we will not be able to
discover relations between paths in schemata that depend
only on the meanings of these labels. For example,
consider the two pairs of isomorphic schemata in Fig-
ure 2. Intuitively, the relation between the two pairs of

IMAGES

TUSCANY ITALY

IMAGES

FLORENCE FLORENCELUCCA LUCCA

IMAGES

TUSCANY

MOUNTAINBEACH

ITALY

IMAGES

BEACH MOUNTAIN

equivalent toless general than

Fig. 2. Relations across schemata with meaningful labels

nodes is different, subsumption on the left hand side and
equivalence on the right hand side, even though the two
schemata are isomorphic. The explanation is that we use
what we know about the concepts corresponding to the
labels, in order to decide what a node really means.

Closely related to the meaningfulness hypothesis is the idea
that SEMQUERY should use knowledge about labels to im-
prove the quality of its results. Indeed, only domain knowledge
can allow us to realize that the concept of ‘images of Florence’
is less general than the concept of ‘images of Tuscany’, no
matter how the two concepts are expressed syntactically. This
again is crucial to discover semantic relations across paths,
which do not depend only on what is explicitly said, but also
on what we know about the corresponding concepts.

We now turn to a general description of our method. Let+
be the set of noun phrases that can be built in English from
a set, of English words, and+- the set of all finite XPath
expressions using only elements of+ as tags, the child and
descendant axes, and the wild card *.. is the set of terms that

2More precisely, we assume that they would be interpreted as mean-
ingful by humans via some simple manipulation; for example,labels like�
	/
��� 0�/���/��/1�

,
�
	/
��� 0�/ ���/��/1�

or even
�
	/���/

would be easily recognized as meaningful – and basically equivalent – by
humans on the web site of, say, a Computer Science Department. In the rest
of the paper, we will pretend that labels are English noun phrases, but in many
real applications it may be necessary to go through a normalization phase in
which labels are transformed into correct English words andnoun phrases.
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can be built in a Description Logic language like��. 3 from
a set� of primitive terms and a set� of primitive roles, and�

is a (possibly empty) set of axioms defined over. . The
process of semantic elicitation can be viewed as a function� � +- � . which takes as input an element of+- and
returns a (complex) term in. which expresses its meaning.

How to compute this function is a crucial issue of our work,
and this will be discussed in Section IV. For now, suppose
that

�
is defined. We can then divide the set+- of all the

possible XPath expressions into sets of semantically equivalent
expressions, namely expressions with an equivalent meaning.
Formally:

Definition 1 (Equivalence class):Let � and � 	 be two
XPath expressions from+-, �

the semantic elicitation func-
tion, and let� 
 �. � � 


be a T-Box containing terminological
axioms. We say that� and� 	 belong to the same equivalence
class �+ - ��� �� � of + - with respect to

�
and� iff:

� �
 �� �� � � � �� 	 ��
We write � �� � to denote the equivalence class containing� .

We can now define the set ofsemantically equivalent
rewritingsof a query over a collection of schemata. Intuitively,
given an XPath expression� and a set of schemata�, the
problem of answering queries semantically can be defined as
the problem of determining the set� of XPath expressions
occurring in� which belong to the same equivalence class of
� . Formally:

Definition 2 (Semantically equivalent answer):Let � be an
XPath expression occurring in a query,� a set of schemata,
and� � + - the set of all the XPath expressions which denote
a path occurring in at least one schema in�. Then� 	 is the set
of semantically equivalent answersfor � if it is the maximal
subset of� such that

��� ��� � � � 	 � � �� � 
 � �� �
A weaker, but still useful, notion of semantic answer

can be defined as follows. Suppose that a query containing
the XPath expression #$
��
 ���� #%
	! 	
��
�
��

is performed over the structure on the left in Figure 1.
Intuitively, the associated concept, ‘JPEG images of
Italian landscape’, is subsumed by the concept ‘JPEG
images of Tuscany’s landscape’ corresponding to the path
 #$
��
 "#$%& '( 
 	���� 	) #%
	! %&
�
�! 	
��
�
��.
Therefore, the corresponding XPath expression is not
semantically equivalent to the query, but can be considered
as asemantically less generalanswer.

Formally, let* be a partial order over the set�+ - ��� �+ � w.r.t.�
and

�
, let , and- be two equivalence classes in�+- ��� �+ �,

3The choice of the logical language depends on what kind of structures
one is querying. Indeed, it’s all very well to say that we dealwith XPath
expressions, but one thing is to query a hierarchical classification, and one
thing is to query a service description. Indeed, it is well-known that the
sub-element relation in XML does not have any pre-defined meaning, and
can be used to organize concepts in a taxonomy, objects in a partonomy, or
even to decompose actions in a service description. A methodfor semantic
elicitation must take into account this pragmatic aspect, and choose the most
appropriate language for each case. In the situation we describe below, we
are interested in querying classifications, where each nodecorresponds to a
(complex) concept (e.g. ‘photos of my holidays in Italy’), and therefore we
will adopt the language./0 ; however, no DL logic language would not do
for a service description.

and let1 and2 be the witnesses of, and- respectively. Then

1 * 2 34 � �
 � �1� 5 � �2 �
We can then define the set of all the semantically related
answers as follows:

Definition 3 (Semantically related answer):Let � an
XPath expression occurring in a query,� a set of schemata,
and � � +- the set of all XPath expressions which denote a
path occurring in at least one schema in�. Then � 	 is the
set ofsemantically related answersfor � if it is the maximal
subset of� such that, for all� � � 	, one of the following
conditions hold:

1) � �� � * � �� � (semantically less general answer)
2) � �� � * � �� � (semantically more general answer)
In most real applications, only less general answers are

likely to be used; however, we cannot exclude that in some
situations one might be interested in broadening the scope of
a search and look for concepts that are more general than the
initial one.

IV. SEMANTIC ELICITATION

A crucial issue for our approach is the definition of a
reasonable implementation of the semantic elicitation function�

. In this section we provide an algorithm which approximates�
under the assumptions of meaningfulness. The current

version is adapted from [6].
Semantic elicitation is not just a (whatever complex) syn-

tactic rephrasing an XPath expression into an expression of
some formal language. To explain what we mean, consider
the two following XPath expressions:

#$
��
 ���� %&
�
�! (3)

#$
��
 #%
	! %&
�
�! (4)

Intuitively, the two XPath expressions could be translatedinto
the two DL terms respectively:

Image 6 7format 8JPEG 6 7about 8Tuscany (5)

Image 6 7about 8�Tuscany 6 7partOf 8Italy� (6)

whereImage is the concept of “a visual representation of an
object or scene or person or abstraction produced on a surface”
(from WordNet2.0, sense 1),JPEG is a format for electronic
images,Tuscany is the Italian region, and so on and so forth.

Despite their isomorphic syntactical structure, the XPath
expressions (3) and (4) do no have an isomorphic semantic
structure. Indeed, in (3), the second and the third elements
���� and %&
�
�! are modifiers of the element#$
��
,
while in (4) the first element,#$
��
, is modified by the
third element,%&
�
�!, which is in turn modified by the
second element,#%
	!. Thus, the process of semantic elic-
itation should be a process of deep interpretation of an XPath
expression, as a human being would do. [2] argues that such
a deep interpretation must take into account two general kinds
of knowledge:
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� Lexical knowledge: it allows us to determine the (set
of) concept(s) possibly denoted by a lemma4; for ex-
ample, the fact that the lemma ‘image’ can mean ‘a
visual representation’ and ‘a standard or typical example’.
Conversely, it can be used to recognize that two different
lemmas may refer to the same concept; for example,
the words ‘image‘ and ‘picture’ can both denote the
concept of a visual representation, and therefore – under
this interpretation – they are to be taken as synonyms.
Formally, let� be the set of lemmas that can be denoted
by words occurring in+ . A lexicon � � � � �� ��

is a
function that associates each lemma to a set of primitive
concepts or roles belonging to the signature of the T-Box
� . In the current version we shall useImage#n for the�-th concept that can be denoted by the lemma ‘Image’.

� Ontological/World knowledge: this type of knowledge
concerns relations between primitive concepts. For ex-
ample, the fact that there is aPartOf relation between
the conceptItaly#1 (‘a republic in southern Europe’) and
the conceptTuscany#1 (‘a region in central Italy’). We
formally define the ontological knowledge

�
to be a set

of axioms of the T-Box� . In the this paper we will
assume that we have a “black box” function� � � �� �
� which takes as input two concepts and returns a role
which holds between them. For further details, see [6].

For the sake of simplicity, we shall assume the set+
consists of single words in English5. Furthermore, we shall
use WORDNET6 as our source� of lexical knowledge; finally,
the terms� and the roles� of the signature	 will be
interpreted as WORDNET synsets;� contains two predefined
roles, IsA and PartOf; the set of concepts. is the set of
all the allowed expression built using the signature	 ; finally,
the ontological knowledge

�
contains theIsA and PartOf

relations defined over WORDNET, and possibly other relations
from some domain ontology. To make the presentation clearer,
we show how the process works with a running example over
the X-Path (2). The process of semantic elicitation is splitinto
four main steps:

1) Local Interpretation: In the first phase, we try to build
the space of all possible interpretations for each element of
the query. Each element consists of a label and (possibly) a
set of attributes. We interpret an attribute as an object which
qualifies the meaning expressed by the label. Formally, we
interpret a node by the expression

label 6 7attName� 8filler� 6 8 8 8 6 7attName
 8filler


In particular, the attribute name is interpreted as a role and the
attribute filler as a range. We obtain the space of all possible
interpretations of a node by replacing the words that occur
in the pattern elements by all concept that could possibly

4We assume that we are able to determine the lemma of each word occurring
in a label through some standard lemmatizer.

5For the case when� contains complex noun phrases, and for further
discussion, see [6].

6WORDNET [4], a well-known Lexical/Ontological repository which con-
tains the set of concepts possibly denoted by a word (called synsets, i.e. set
of synonyms), and a set of relations (essentially theIsA and PartOf) that
holding between senses

be denoted by the words, with respect to the lexicon� .
For example, our lexicon provides 7 concepts for the lemma
‘image’, 7 for ‘about’, 1 for ‘Tuscany’, 4 for ‘landscape’
and 1 for ‘JPEG’. As a result, the space of the possible
interpretations for the elements of example (2) is:

�
 �������� �
 ���������� � �
 ������
Images#1 � �about#1 �Tuscany#1 Landscape#1 JPEG#1

Images#1 � �about#2 �Tuscany#1
.
.
.

.

.

. Landscape#4
Images#7 � �about#7 �Tuscany#1

2) Semantic Enrichment:We now look for semantic rela-
tions that hold between the concepts defined in the previous
step. This is done by accessing the ontological knowledge

�
using the� function. In particular, we search for the relations
that hold between two different kinds of elements:

� Attribute Roles: Consider#$
��
 "'�$�( 
 	%� � '!" 	)
in our example. In the previous step, we built the
set #$ �#$
��
� of all the possible interpretations for
this node. We now use the ontology

�
to determine

if it explicitly supports one or more of these pos-
sible interpretations. For example, we discover that
� �Image#2 �Tuscany#1� 
 about#1, i.e., that the first
interpretation is supported by the ontology.

� Structural roles: Here, we search for semantic relations
between different elements in the same XPath expression.
In our example the relation� �Image#2 �JPEG#1� 

format#1 holds.

Table I shows the semantic relations that hold between the
terms in our example.

1 %Image#2 &Tuscany#1 &about#1'
2 %Landscape#1 & Image#2 & IsA'
3 %Images#2 &JPEG#1 & format#1'
4 %Image#2 &Landscape#3 &about#1'

TABLE I

SET OF RELATIONS

3) Semantic Filtering: This step filters out the concepts
and relations which do not seem to be the right ones for
the XPath expression under analysis. Such a filtering applies
the following rules to every concept extracted in the previous
phase:

� Weak rule: A concept( associated to a word) occurring
in an XPath tag� can be removed if( is not involved
in any relation, and there is some other concept( 	 that
is also associated to) in �, which is involved in some
relations.

� Strong rule: A concept ( associated to a word) oc-
curring in an XPath tag� can be removed if( is not
involved in anyIsA or PartOf relation and there is some
another concept( 	 associated to) in � which is involved
in someIsA or PartOf relation.

An example of the use first rule is as follows. In Table I
we see thatImage#2 occurs in relations 1–4, whileImage#1
and Image#3 8 8 8 � Images#7 do not occur in any relation. It
is therefore likely that the “right” concept expressed by the
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lemma ‘Image’ in this context is the second one, and the other
concepts can be discarded. The second rule is stronger, as
here a concept can be discarded even if it is involved in some
relation. The idea is that we considerIsA andPartOf relations
be stronger than the other ones, and give priority to these over
others. For example, consider relations 2 and 4. Because there
is a IsA relationship betweenLandscape#1 and Images#2
(relation 2), we can discard the conceptLandscape#3 even
though this concept occur in anabout#1 relation (relation 4).

The goal of this step is to reduce the space of possible
interpretations of a node, by discarding some concepts which
are unlikely to be relevant. In our example, we would obtain
the following terms.

�
 �������� �
 ����� ������ �
 ������
Images#2 � �about#1 �Tuscany#1 Landscape#1 JPEG#1

Note that if more than one concept satisfies our conditions, all
of them are retained (ambiguity partially solved). Furthermore,
if the concepts associated to a word are not involved in any
relation, no filtering is done (ambiguity is not solved). The
same filtering process is then applied to the set of relations,
i.e., we discard all relations involving discarded concepts, as
these ones refer to concepts that no longer exist. Table II shows
the current set of relations.

1 %Image#1 &Tuscany#1 &about#1'
2 %Landscape#1 & Image#1 & IsA'
3 %Images#1 &JPEG#1 & format#1'

TABLE II

SET OF FILTERED RELATIONS

4) Constructing the representation of the semantics:The
final step is to construct the logical representation of the
semantics of the query. This is done in two steps.

First, we construct thelocal meaningof an element of the
query, namely its meaning considering only the label and the
attributes. We define the�� �� �, the local meaning of an
element�, as the disjunction (�) of all terms occurring in
#$ �� �, the space of all the possible interpretations.

We then combine the local meanings to obtain theglobal
meaningof a node. First of introducing the method, we want
to make the following observation. Consider Table II: it essen-
tially says that there is a relationIsA between the (concepts
belonging to the interpretations of the) node	
��
�
�� and
the (concepts belonging to the interpretations of the) node
#$
��
, and that there is a relationformat#1 between the
(concepts belonging to the interpretations of the) node#$
��

and the (concepts belonging to the interpretations of the) node
����. In short, we have the following set of relations between
nodes: 	
��
�
�� IsA�� #$
��
 format#1�� ����. Essentially,
axioms can be interpreted as edges relating nodes. Such chain
of relations can be rephrased with the following pattern7:

	
��
�
�� 6 #$
��
 6 7format#1 8����
7Ambiguity can arise in the axioms. As an example, two elements can be

modifiers of each. See [6] for a set of heuristics for solving some ambiguity
problems.

At this time is quite simple to build theglobal meaningof
the X-Path: indeed we need just to substitute the node labels
with the local meanings provided by function�� ��. Going
on with our example, the global meaning for the X-Path (2)
is the following Description Logic term:

Landscape#1 � Images#1 � �about#1 �Tuscany#1 (7)

��format#1 �JPEG#1

5) Dealing with special symbols:The XPath symbols�
and   do not have an explicit semantic counterpart in some
concept in� . The first is a wild card, which can be replace
by any tag; the second allows us to find elements at any depth
in an XML document. Here we propose a simple treatment of
thiese two special symbols in SEMQUERY.

From Section IV-.4 results that we essentially combine each
element as a conjunction (6). Following this idea, we can
argue that each element of an XPath is a specification of
the meaning of the others elements. Consider the element
#$
��
 "'�$�( 
 	#('�" 	). Its intuitive meaning is ‘Images
about Italy’. The further element	
��
�
�� reduces its
meaning to the ‘Images about Italy that are Landscapes’, so
as the last element���� reduces the meaning to the set of
‘Images about Italy with JPEG format that are Landscapes’.
Following this intuition, we can interpret a sign as� as one
potential element that reduces the meaning of the XPath, and
the sign  as a possibly empty set of potential elements that
reduce the meaning of the XPath.

So, instead of introducing some redundant place-holder for
that symbols, we prefer to play on the class of equivalence
which an XPath where such symbols occur belong to.

Let � be an XPath where the sign� (  ) occurs. Let- � + -
be the set of all the XPaths allowed by+ such that the symbol
� (  ) in � is substituted with some element (a finite, possibly
empty, sequence of elements) of+. Let � - (� 		) be the XPath
resulting by removing (substituting with ) element� (  )
from �. For each2 � - , if

� �
 � �2 � 5 � �� - � �� �
 � �2 � 5 � �� 		 ��
then � 
 
 2 
, namely� belongs to all the equivalence classes
of equivalence to whom belongs the XPaths in+- such that
(i) they are generated by substituting� (  ) in � with an
element (a set of elements) of+ and (ii) their meanings are
a specification of the meaning of�. Multiple occurrence of�
(  ) can be defined recursively in the same way.

6) Concluding example:Following this approach, we can
state that the class of equivalence where the XPath of example
3, namely  #$
��
 "'�$�( 
 	%� � '!" 	) 	
��
�
�� ����,
belongs to is the same of the class of equivalence where
the XPath  #$
��
 "'�$�( 
 	%� � '!" 	) 	
��
�
�� ����
belongs to.
Now consider the XPath expression

������ ��	
� �
 � � ����� �� ������������������������

from left hand schema of Figure 1. Running the semantic
elicitation process, we obtain the following DL term:
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Images#1 � �about#1 ��Tuscany#1 � �partOf#1 �Italy#1� (8)

�Landscape#1 � �format#1 �JPEG#1

Imagine then to have an ontology
�

which contains the axiom
Tuscany#1 5 7partOf 8Italy#1 (such an axiom can be found,
as an example, in WORDNET), then we can say that

� �
 ��� � �� �
so they belong to the same class of equivalence.
From Definition 2 we can conclude that the XPath
#$
��
 "#$%& '( 
 	���� 	) #%
	! %&
�
�! 	
��
�
��
 of
left schema of Figure 1 is a semantically equivalent answer for
the query  #$
��
 "'�$�( 
 	%� � '!" 	) 	
��
�
�� ����.

V. CONCLUSIONS

The main idea of the paper is that querying heterogeneous
information sources requires to abstract from the syntactic
form of local schemata and lift the representation to a levelin
which only semantic differences are preserved. This is what
we called semantic elicitation. Here we proposed a general
method for processing these type of semantic queries called
SEMQUERY, and described a technique for semantic elicitation
derived from our experience on the problem of semantic
interoperability in the Semantic Web.

We are perfectly aware that this is only a starting point.
Future work will explore the following directions. First, we
will extend the approach to other kinds of data sources (e.g.
relational databases) and other query languages (e.g. SQL).

Second, we want to test the approach on real cases, and
see how it performs from a user’s point of view; however,
we must say that similar tests have been done in our work
on the Semantic Web (see e.g. [5]) in the domain of web
directories and e-commerce catalogs, and the results were quite
promising.
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