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Abstract— In this paper we introduce a form of cooperation have been recently introduced for improving MBR in dynamic
among agents based on exchanging sets of rules. In principle, applications where data arrive continuously [9].

the approach extends to agent societies a feature which is proper | i t setti h ther f fl .
of human societies, i.e., the cultural transmission of abilities. n a muiti-agent seting however, other forms ot learning

However, acquiring knowledge from untrustworthy agents should €an be introduced that, though related to the classical, ones
be avoided, and the new knowledge should be evaluated accordingare specifically tailored to multi-agent systems (MAS) tspi
to its usefulness. After discussing the general principles of our gnd issues. For instance in [10], in order to recall praktica

approach, we present a prototypical implementation. solutions to coordination problems, agents learn cootdiha
procedures from execution traces and store them into a case-
I. INTRODUCTION base that is organized around expectations about othetsagen

Agents also learn better estimates for how likely individua
Adaptive autonomous agents are capable of adapting thgitions are to succeed in order to improve the quality of
behavior according to changes in the environment. Thegkcisions when planning, communicating, and adaptingsplan
adap_tive agents must ta_ke_ pro_fit of past experiences using so0 |, this paper we discuss a learning approach useful to
learning approach. As it is widely acknowledged, the effecfy,,qye adaptive behavior in computational logic agents. W
of learning should include at least one of the following: assume that whatever the formalism, these agents have a
« The range of behaviors is expanded: the agent can die-based knowledge base. The approach is centered on the

more. possibility of exchanging sets of rules between agentssé&he
« The accuracy on tasks is improved: the agent can dets of rules can either define a procedure, or constitute a
things better. module for coping with some sort of situation, or be just a

« The speed is improved: the agent can do things fastersegment of a knowledge base. However, agents should then

According to [16] [2], three learning techniques are usabPee able to evaluate how usefgl the new knowledge is. To this
extent, we propose two techniques.

to develop adaptive autonomous agents: reinforcement-lear ) ; ) )
The first technique associates to the acquired knowledge a

ing, models learning and classifier systems. < B >

. . . L ssoecn‘lc objective, meaning that the new rules should hedp th
In reinforcement learning, the mechanism consists in as- L2 ; .

aegent to reach that objective. After a while, the agent will

signing rewards (weights) tq actions that contribute to valuate whether (or to which extent) the objective has been

resolution of a problem. This approach has been used for o :

. . oo reached. If the evaluation is unsatisfactory, the new kadgeé

instance to improve coordination between autonomous agen : . AT .

[17]. In models learning, agents try to find causal relatio csan be discarded. There is a clear similarity with reinforeat
' 9. ag y r]earnlng, where here the action that is to be evaluated is the

between their actions and the events occurring in the en-

. ) o2 [ise of the new knowledge.
vironment. In general, they use either probabilistic mede , o »
or logical models. The original ideas by [16] have then The second technique consists in acquiring the same knowl-

been widely developed in various approaches. Inductiod (a?ldge from several other agents, and then comparing thegesul

also inductive logic programming) is often considered as &'€ comparison is made based on a meta-specification, i.e.,
particular form of models learning. Classification is thestnoP2sed for instance on efficiency, or on a measure of sinyilarit

common form of automatic learning. In the agent context, &% the results. The comparison will state which versionsspas
agent can try to classify applicable rules by setting piiesi & 91Ven threshold, and which don’t. The unsatisfactory ones

and then updating these priorities according to the resufdl be discarded.

achieved [12]. Memory-based reasoning (MBR) is based onlIn a real application, a directory agent can be employed so
the idea that if a given action took place in the past in @ to inform agents of where to find the required knowledge.
given situations and gave good results, it will be useful in aThis directory agent may in principle be notified of the

new situations’ similar to s. Incremental learning techniquesupdates of the level of trust performed by agents that have
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acquired a piece of knowledge from a certain agent, and thus new knowledge (beliefs). As a particular case, there is a

compute and exhibit a value that represent thputation situation the agent is unable to cope with; for instance,
of that agent. To this aim, the directory agent will employ there is an exogenuos event that the agent does not
suitable algorithms (for instance those presented in [19]) recognize.

assess the past behavior of agents, so as to allow avoidanc® There is some kind of computation that the agent is
of untrustworthy agents in future. unable to perform.

In Section 2 we discuss the proposed approach at som@ssuming that the agent establishes that it cannot resort
length. In Sectloq 4 we present a prototypical |mpleme<mtat| to cooperation to get its task performed, it can still resort
of the approach in the agent-oriented programming languag@ecooperation in order to try to acquire the necessary piece
DALI [3] [6], after shortly summarizing the main DALI fea- of knowledge from another agent. The problems involved in
tures (Section 3). In DALI, all the above can take profit fronthis issue are at least the following: how to ask for what
the DALI communication architecture, that allows the agemihe agent needs; how to evaluate the actual usefulness of
to filter incoming and out-coming messages according to athe new knowledge; and, how this kind of acquisition can be
kind of constraint, including trust [S]. Then for instanc&w semantically justified in a logical agent.
knowledge will be learned by trusted agents only; successfu | this context, we make the simplifying assumption that
evaluation of the acquired knowledge can lead to an increaa°§ents speak the same language, and thus we overlook the
of the level of trust of the sending agent, while a decision {§oplem of ontologies that in an actual implementation woul
discard that knowledge can also result in a decrease of ourse arise. We also assume that, whatever the undgrlyin

level of trust. Moreover, the trial of different version dfet formalism, agents have a rule-based knowledge base. Two
same knowledge can be made in parallel, by exploiting thessiple ways of asking other agents can be:
DALI children generation capability [7] that allows the age

to create sub-agents on specific tasks. « Ask by keyword, assuming that other agents have a way

of matching the keyword with a piece of knowledge.

Some kind of pattern-matching will have to be used by

an agent in order to establish whether it can answer a
Learning may allow agents to survive and reach their goals request.

in environments where a static knowledge is insufficienie Th « Ask by predicate name.

environmental context changes, cooperative or competitiy An agent that would accept to give the requested knowl-

agents can appear or disappear, ask for information, ®quijge, should answer by providing, together with the piece of

resources, propose unknown goals and actions. Then, aggiSivledge, some kind of “control” information that should
may try to improve their potentiality by interacting withhetr icjude at least:

entities so as to perform unknown or difficult tasks.

One of the key features of MAS is the ability of “sub-
con_tractlng computations to agents that may possess the the case of reactive rules, or if there is either a predicate
ability to perform them. More generally, agents can try to or a procedure to be invoked
ac|r1|§ve a|1_|goal by mean; of cooEera(\the dlstlrl|butelzj problegn-. In the former case, specify the format of the external
solving. However, on the one hand not all tasks can be g qn¢ that triggers the rules; in the latter, specifying the
delegated and on the other hand agents may need or may

, o : oo invocation pattern of the predicate/procedure.
want to acquire new abilities to cope with unknown situagion ) -
In our view, an improvement in the effectiveness of MAS The details of the above are left to the specific implemen-

may consist in introducing a key feature of human societid@lion. related to the language/formalism in which the &gen

i.e., cultural transmission of abilities. Without this pslity, 2'¢ €xpressed. Notice that it is not required that the il
agents are limited under two important respects: agents be based on the same inference mechanism. However,

] they should be somehow “compatible”, i.e., a prolog-based
« they are unable to expand the set of perceptions they G&ent might acquire an Answer-Set program [21] and then
recognize, elaborate and react to; . use it, assuming that it is able to invoke an Answer-Set solve
« they are unable to expand their range of expertise.  clearly, the exchanged piece of knowledge should inclubie al
Indeed, the flexibility and thus the “intelligence” of agenttherelevant rulesi.e., all the rules which are needed (directly
will increase if they become able not only to refine but alsor indirectly [8]) for actually exploiting that knowledge.
to enlarge their own capabilities. The need of acquiring new At this stage, the receiver agent has to face two problems:

knowledge can be recognized by an agent at least in relatiog,y ggaplish whether the new knowledge is consistent, or
to the following situations: at least compatible, with its knowledge base. This is
1) There is an objective that the agent has been unable a topic which has long been studied in belief revision
to reach: it has been unable to relate a plan (in the [1]. However, we assume that the new knowledge is not
KGP perspective [13]) or intention (in a BDI perspective directly incorporated to the existing knowledge base.
[18]) to that objective (or desire) and it has to acquire On the contrary, in the first stage the new knowledge

II. LEARNING BY RULE EXCHANGE

« A specification of the way of using that knowledge, that
specifies whether the rules apply automatically, e.g., in
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is distinct from the existing well-established knowledg®ALl, which however includes the following agent-oriented
base, as it must be evaluated before being accepted.features. The reactive and proactive behavior of the DALI
(b) Establish whether the new knowledge is actually usefagent is triggered by several kinds of events: externalteyen
to the purposes for which it has been acquired. ifiternal, present and past events. All the events and action
so, it can possibly be asserted in the knowledge basee timestamped, so as to record when they occurred.
Otherwise, it can possibly be discarded. An external event is a particular stimulus perceived by the

Then, agents should be able to evaluate how useful the n@@ent from the environment. In fact, we define the set of
knowledge is. Similarly to reinforcement learning, teciugs external events perceived by the agent from timeo time
must be identified so as to make this evaluation feasible with as a setZ = {e; : t1,...,e, : t,} where £ C S, and §
reasonable efficiency. Simple techniques to cope with ttisthe set of the external stimuli that the agent can possibly
problem can be the following. perceive.

1) The new knowledge had been acquired in order to reach® Single external event; is an atom indicated with a
an objective: the agent can confirm/discharge the naR@rticular postfix in order to be distinguished from otherl.DA
knowledge according to its reaching/not reaching tH@ngugg.e. events. More precisely: _
objective. This evaluation can be related to additional Definition 1 (External Event)An external event is syntac-
parameters, like e.g. time, amount of resources needégally indicated by postfixz and it is defined as:
quality of results. ExtEvent :=<< Atompg >> |seq << Atomp >>

2) The new knowledge has been acquired for performingidiere anAtomis a predicate symbol applied to a sequence of
computation: the agent can acquire the same knowledgémsand atermis either a constant or a variable or a function
by several sources, and compare the results. Res$ignbol applied in turn to a sequence of terms.
which are not “sufficiently good” (given some sort of External events allow an agent to react through a particular
evaluation) lead to the elimination of the related pieckind of rules, reactive rules, aimed at interacting with the
of knowledge. The others are used (compared/combinetternal environment. When an event comes into the agent

to produce the accepted result. from its “external world”, the agent can perceive it and deci
) ) to react. The reaction is defined by a reactive rule which has
A. Semantics of Learning by Rule Exchange in its head that external event. The special token used

The semantics of Computational Logic agent languages miagtead of: —, indicates that reactive rules performs forward
in principle be expressed as outlined in [3] for the DALreasoning.
language. l.e., given programly,, the semantics is based on Definition 2 (Reactive rule)A reactive rule has the form:
the following. ExtEventg :> Body or

1) An initialization stepwhere Py, is transformed into a ZatEventis, ..., ExtEvent,p :> Body
corresponding progran®, by means of some sort of The agent remembers to have reacted by converting the
knowledge compilation (which can be understood asexternal event into past eventtime-stamped). Operationally,
rewriting of the program in an intermediate language)if an incoming external event is recognized, i.e., corresiso
2) A sequence of evolution steps, where reception of eaiththe head of a reactive rule, it is added into a list caltdd
event is understood as a transformationpinto P,,;, and consumed according to the arrival order, unless geerit
where the transformation specifies how the event affec@se specified.
the agent program (e.g., it is recorded). The internal events define a kind of “individuality” of a
Then, one has a Program Evolution SequedtE = DALI agent, making it proactive independently of the envi-
[Py, ..., P,] and a corresponding Semantic Evolution Sequent@iment, of the user and of the other agents, and allowing it
[My, ..., M,,] where M; is the semantic account @ (in [3] 10 manipulate and revise its knowledge. More precisely:
M; is the model ofF). Definition 3 (Internal Event):An internal event is syntac-

This semantic account can be adapted by transforming #glly indicated by postfix:
initialization step into a more general knowledge comitat [nternalEvent ::=<< Atomy >>
step, to be performed: The internal event mechanism implies the definition of two
rules. The first one contains the conditions (knowledget pas
events, procedures, etc.) that must be true so that theéaeact
éin the second rule) may happen:
IntEvent : —Conditions
IntEvent; :> Body
I1l. DALl IN A NUTSHELL The goal defined in the first rule is automatically attempted
with a default frequency customizable by means of direstive
in the initialization file. Whenever it succeeds, the intérna
and the reaction (second rule) is trig

(i) At the initialization stage, as before.
(ii) Upon reception of new knowledge.
(iii) In consequence to the decision to accept/reject the n
knowledge.

DALI [3] [6] [20] is an Active Logic Programming lan-
guage designed in the line of [14] for executable specificati . N
of logical agents. The Horn-clause language is a subset &Nt “has happened,
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e il

gered as if it were an external one. A DALI agent is able t :
build a plan in order to reach an objective, by using interna® o R T
events of a particular kind, callgglanning goals j R I ‘

Actions are the agent’'s way of affecting the environmen | ,TOLE’ layer
possibly in reaction to either an external or internal evémt ; T
action in DALI can be also a message sent by an agent ‘ R
DALLI internal interpreter

another one. e L EE L |

Definition 4 (Action): An action is syntactically indicated : - i Reactive m°““'?
by postfix A: ! e , i
Action ::= Past

= Planning modulg>"
~ ..+ Z] Action module
=

<< Atom g >> |messagey << Atom, Atom >>
Actions take place in the body of rules.

If an action has preconditions, they are defined by actio
rules, emphasized by a new token:

Definition 5 (Action rule): An action rule has the form:
Action :< Preconditions.

Similarly to external and internal events, actions arvironment
recorded as past actions.

Past events represent the agent's “memory”, that makes it
capable to perform future activities while having expetin
of previous events, and of its own previous conclusionst Pas
events are kept for a certain default amount of time, that can
be modified by the user through a suitable directive in the
initialization file. A past event is syntactically indicdtey
the postfixP.

Procedurally, DALI is based on an Extended Resolution We have introduced in the DALI framework the ability to
Procedure that interleaves different activities, and aatubed generate children agents [7]. An important motivation fas t
by the user via directives. improvement has been the need for our agents to face not-

The operational semantics of DALI is based on Dialoguévial planning problems by means of the invocation of a
Games Theory [4] [20]: the DALI Interpreter is modeled as Berformant planner, such as for instance an Answer Set Solve
set of cooperating players. By means of this approach ond3d] [15] [21]. As a planning process can require a signiftcan
able to prove formal properies of the language in the form @mount of time, the possibility for an agent to assign this
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Fig. 1. DALI communication architecture

B. Children generation capability

properties that the game will necessarily fulfil. time-expensive activity to its children can constitute alre
advantage.
A. DALI Communication Architecture Another motivation for generating children is, more gen-

o . . erally, that of splitting an agent goal into subgoals to be
The DALI .commun|cat|on archltecture consists of fouﬁelegated to children. This possibly with the aim of obtadni
levels. The first and last levels implement the DALI/FIPAjifterent results by means of different strategies, anch the
communication pro'Focol and a filter on communication, i.e. &mparing the various alternatives and choosing the best.on
set of rules that decide whether or not receteéd(check level) The father provides the child with all the information udefu
or send a messagtell check level). The DALI communication (4 fing the solution and, optionally, with an amount of time

filter is specified by means of meta-level rules defining thgiinin which to resolve the assigned problem.
distinguished predicatetell and told. Whenever a message

is received, with content pagrimitive(Content,Senderhe
DALI interpreter automatically looks for a corresponditodd
rule. If such a rule is found, the interpreter attempts tovpro  Agents that adopt forms of learning to improve their be-
told(Sender, primitive(Content)). If this goal succeeds, havior can in perspective deal with more complex jobs, but
then the message is accepted, amdmitive(Content)) is expose themselves to some risks. The learned information
added to the set of the external events incoming into tleeuld be either intentionally or accidentally wrong or siynp
receiver agent. Otherwise, the message is discarded. Symt consistent with the agent specialization. Agents kedgé
metrically, the messages that an agent sends are subjedegenerally divided into a set of facts and rules: the former
to a check viatell rules. The second level includes a metarepresent the agent “beliefs” about itself and the worldilevh
reasoning layer, that tries to understand message contetits latter determine the entity behavior. If learning onenore
possibly based on ontologies and/or on forms of commonsendiefs (plain facts) implies a certain degree of risk, addi
reasoning. The third level consists of the DALI interpreter rules coming from other agents to the knowledge base can

IV. BASIC LEARNING MECHANISMS
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very dangerous. Thus, in our view it is necessary to elaborafold(Sender, q“eryfef(F?Ct’ Match-number)) : —
different learning strategies for beliefs and rules, reisgrto not(unreliablep(Sender_agent)).
the latter case a more sophisticated acquisition proceghel  Another direct acquisition beliefs method in DALI agent is
following subsections we will first propose an approach teased on the&onfirm primitive. This method allows an agent
manage the exchange of facts and then we will discuss #faesend a fact to another one. Also in this case, the fact will b
more general problem of rules learning. added to the agent beliefs only if the message will overcome
the told filter. For example, if the agedaveintends to send
to peter the informationbought(car, red), it will send the

The belief base of DALI agents is composed of the factaessage:
which are present in the agent logic program, dynamically
augmented by past events. Past events keep trace of what {{&5#9¢4
agent haS done/Observed befOI’ei eXternaI and internat%ven and the peter be"efs W|” Contain the past event:
performed actions, reached internal conclusions and pdrsu . st_cvent(bought(car, red), 479379, dave).
planning activities.

Past events also represent external world knowledge.A fact can be eliminated from the agent knowledge base by
In fact, a DALl agent can ask for some factusing thedisconfirmprimitive.
by wusing the primitives is.a_fact(Fact, Ag) and .
query_ref(Fact, Match_number, Ag) where: Fact is B. Rules learning
the desired information,Match_-number represents the The ru|e_exchange approach to learning proposed in this
number of matches that the agent intends to receiveAnd paper is a first step into the complex world of learning rules.
is the name of the agent asking for the fact. While the firgfor instance, a DALI agent, when receiving a stimulus whose
primitive allows the entity to require a ground fact, thea®t reaction is unknown, can ask other agents for acquiringsrule
one supports the requests of non-ground information. Thepable of suggesting the right behavior to adopt. While
if for instance agenﬂavewants to know who is the lover of retrieving and add|ng rules to the know|edge base is not
iUSy it can send the following message to, esysys friend difficult, the relevant problem of learning a correct infation

ate remains.

Intelligent agents can have different specializations for
different contexts and a learning rules process cannotréyno

If the beliefs base ofkate contains only the fact this. Moreover, even agents having the same specialization
love(susy, peter), no matching is directly found. This prob-can adopt behavioral rules which are mutually inconsistent
lem has been overcome in DALI via a meta-level suppowhat could the solution be?
that, by using both ontologies and properties of relatitmss |y the prototypical implementation that we present here,
to “understand” message contents (namely, message cONt@Rd |earning rules process includes several steps starting
are automatically subjected to a proceduneta which is  from a verification of the source reliability. The solutios i
predefined though user-customizable). In this case, if thgsed on the introduction of mediator agentthat we call
ontology of kate contains information on the symmetry ofycijow_rules_agent, keeping track of the agents specializa-
the predicate 'love’,loves(Y, susy) can be matched with tjon and reliability. When an entity needs to learn something
love(susy, peter) and the agenkate will return the result:  jt asks theyellow_rules_agent for the names agents having
the same specialization and being more reliable.

A. Beliefs learning

(peter, con firm(bought(car, red), dave)).

message o (kate, query_re f (love(Y, susy), 1, dave)).

send_message_to(dave,

inform(query_ref(loves(Y, susy), 1), Once obtained this information, the agent may acquire the
values([loves(susy, peter)]), kate), desired knowledge by some of them. If the agent will finally
italian, [)) decide to incorporate the learned rules in its program kezau

) ) ] ) ] they work correctly, it will also send tgellow_rules_agent

Once received the desired information, the agiavewill 5 message indicating satisfaction. This will result in acrén
update its beliefs by adding, as a past event, the fact: ment of the reliability of the agent that has provided thesul
A negative experience will imply an unfavorable dispatah. |
the present implementation agents return a numeric value in
where first value is the information abostisyand peter, the dicating the “level of trust”. We mean to add also the objexti
second value is the acquisition time and the third value &eefhat the receiver agent meant to reach via the new knowledge,
track of the information source. The sender agent namesis as to conditionally rate agents with respect to this point
relevant: if trust in this agent reliability will be reduceshder This in order to avoid a low reliability esteem for agents ethi
a certain threshold by negative cooperation experiendes, are actually reliable in their own area of expertise. In féct
partial beliefs coming from it could be eliminated. At therea may happen that an agent has a very specialized (and agcurate
time, thetold filter will get rid of at priori each communication rule set which is mistakenly matched against some requests.
act sent by the unreliable agent: In updating the level of trust thgellow_rules_agent should

past_event(loves(susy, peter), 479379, kate).
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adopt a model that updates trust only when the information is
sufficient, i.e., after a certain number of reports which iare
accordance, sent by reliable agents.

The learned rules will be added to the agent knowledge base
in the form of past events. A preliminary check will verify
some properties such as, for example, the syntactic cogsst
or consistency. Rules that “survive” this check will be ubgd
the agent in its activities, and their usefulness and effayie
will be recorded. After a certain time, according to resttis
acquired rules will be either definitely learned or elimatht
Below we describe in more detail all steps involved in our
cooperative rules learning approach.

1) New knowledge is neededA DALI agent behavior
is described by: (i) a set of rules determining what
reaction to apply in response to external stimuli; (i) a
set of rules useful to draw internal conclusions or to
reach goals via planning strategies; (iii) a set of rules
containing conditions for reacting external events or for
performing actions; (iv) a set of horn-clauses. The need
to acquire new knowledge arises whenever an agent
receives a communication act whose content is unknown
and the meta-level does not succeed in searching for a
semantically equivalent content recognized by the entity.
The communication act could be an external event, a
proposed action, a request of information and so on.
Having no internal means to cope with this situation, the
agent activates the learning rules process. This process is
risky enough, so the agent must try to search a suitable
information source.

2) Looking for information sources. Our learning archi-
tecture allows a particular agenjellow _rules_agent,
to maintain the information useful to identify the de-
sired rules source or sources. Each agent living in the
environment is identified by the tuple:

source(A;, Si, KR;, Q;)

where the first parameter represents the agent identi-

message o (yellow_rules_agent,
search_sources(Ayg, Sk, Keyy))

where K ey;, is meant to indicate the desired rules. More
precisely, this parameter allowgllow_rules_agent to
identify agents having the right information by finding a
correspondence betwedtiey, and the elements of the
rules keys listK R;.

If one or more agents fulfill the correspondence, the
agentA; will receive as a response the list of reliable
agents corresponding to the expected specializasjon
and the keyKeyy:

Ls = [(A17 Ql)a A (An7 Qn)]

If no agents are available, the response will be the empty
list.

Having chosen the names of one or more agents to
which one can ask missing rules according to the
yellow_rules_agent and personal reliability evaluation,
the agent will then contact them.

no matching rules
yellow_rules_agent

search_sources’ . A1 _agent )
o - has matching rules
S LS,!ISI . ’ . Ag _agent

© ask_rules_head ..

7

£ .
“confirm([R1,...,Rn], Al) no specialization
o

learner_agent
-4 An_agent

where Ls=[(A 0. 6), (0. 5)]

Fig. 2. A cooperative learning scenario

fication and the second one is a string synthesizing3) Asking for missing rules. In order to get the needed

the agent role in the environment. The third one is
a list of rules keys that the agemt; is willing to
transfer to other agents. The fourth one is the reliability
value, computed byellow_rules_agent according to
positive and negative feedbacks. In fact, agents that
receive rules fronugent;, at the end of the verification
phase send a message gellow_rules_agent rating
that knowledge. According to current and past val-
ues average, thgellow_rules_agent computesagent;
reliability by means of some kind of eveluation.
For example, if the agentave is a barman and
is available to give to others the rules useful to
serve a drink, the tuplsourcemight be for instance:
source(dave, barman, [serve_drink], 0.6).

Whenever an agentl; having the specializatiorby,
needs some rules, it will send tgellow _rules_agent
the message:

piece of knowledge, the agent can choose one of two
techniques: the first one allows an agent to learn all
required rules by specifying their heads. This implies
that there be a strict correspondence between the heads
of rules in two or more agents in order to be able to
activate the learning process. But, agents often came
from different platforms and technologies, so this cor-
respondence could hardly be found. This limit can be
overcome by adopting ontologies capable of matching
rule heads which though looking syntactically different
are semantically equivalent. If we consider the agént
having selected the coupleds, @s) and the headd,,

the following message will propose to the receiver agent
the exchange of rules having the hefg

messagea(As, ask_rules_head(H;, Ay))

The second technique allows an agent to ask for a
specific key that can match with either the head or the
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body of rules in the agent program. We may notice that
in this manner the probability of finding corresponding
rules will be higher, though the rules appropriateness
and usefulness could be more in question. In this case,
the message syntax will be:

messagea(As, ask_rules_key(Key, Ay))

Agents accepting the proposal to exchange rules that
match with either theHead or the Key will pack all
retrieved rules and will send them back to thg entity.

R,],Ch, Ay))
The parameterCh represents the goal that must be

invoked in order to activate the rules. In particular, if
the agentob receives from the agemtavethe rules:

messagea(Ag, sent_rules([Ry, ...,

[dangerE :> call_policeA,
call_police :< have_a_phone]

the paramete€h will correspond todangerg.

As soon as these rules will be received by the
learner agent, they will be unpacked and asserted
as past events in its knowledge base with the suf-
fix learnp(Rule, Time, Sender, Objective). Each rule

will be re-asserted in a second version, where more
information is associated to it, and in particular; the
current time; the sender agent name; a parani@bgec-

tive, useful to remember what was the goal for which
the request had been issued. For example, if the agent
was in a dangerous situation when it requested the rule
with the keyhelp, it will memorize that theDbjectiveof

this learning rule process was to get safe. The objective
introduction will allow the agent, after learning the ryles
to check their effectiveness with respect to the associated

goal.

Add learned rules. Rules added as past events
are managed by a specific internal event,
gest_learning(Rule), that implements the first

gest_learning(Rule) : —
learnp(Rule, Time, Sender,
learn_if(Rule, Time, Sender),
properties_true(Rule).
gest_learningr(Rule) :>
accept_at_presenta(Rule).

Fig. 3. First learning process filter

force or delay the assertion of teules. Other domain-

or situation-dependent constraints can be expressed.
The second conditionproperties_true(Rule), takes

more specific properties of theules into account, e.g.:

- the syntactic correctness according to prolog and DALI
language;

- the absence of procedure calls without a corresponding
procedure;

- the overlap of rules originating from different agents;

- the rule consistence with respect to previously learned
clauses.

If certified by the internal event, the rules are added to
the agent program with a label indicating that they are
to be submitted to second filter. A particular label will
emphasize that the rules have been learned provisionally.
Final learning will take place only if the rules will
overcome the second filter level, based on usefulness
and efficiency. Some rules discarded by the first filter
can remain for some time in the agent knowledge
base, waiting for a successive integration. In fact, the
learning process can generate new contexts where some
previously false properties become true.

In order to avoid a rule that cannot be learned to be kept
for too long in the agent memory, we have introduced
a particular internal event that eliminates all past events
learnp(Rule, Time, Sender, Objective) that has been
kept for an amount of time that exceeds a threshold.

filter level. This internal event filters one rule at thec. Exploiting basic mechanisms

time. In order not to slow down the agent, this operation
is performed in suitable time slots, i.e., when the agent
is not performing complex tasks and the events queu g
have few items to be processed. Each rule is taken i
account in order to be added to the knowledge base, a g
must fulfill two conditions (expressed in the first rule
of the internal event)icarn_if(Rule, Time, Sender)
and properties_true(Rule). The first condition,
learn_if(Rules, Time, Sender), is similar to atold
one: the user can define in the same file of tell/tol
rules a set of constraints that the consideRedes, the
Time and theSender agent must respect:

learn_if(Rules, Time, Sender) :
constrainty, ..., constraint,.

Constraints can avoid adding an incoming rule from an
agent that was reliable fayellow_rules_agent, but is
considered instead unreliable by the receiver agent under
some different perspectiv&€ime can be used to either

Rules added to the agent program in order to be evaluated
it for the moment in which the agent will be in need of
em. The estimate of their usefulness depends strictiynen t
rlﬂ d of learned rules. Some, expressing a set of actions that
the agent needs to perform, can be evaluated by examining the
correspondence between the entity objective and the e&dibi
behavior. Some, useful to execute complex operations, can
be evaluated by examining for instance the time spent in the
(dtalculation and the result quality. Here we propose two $amp
methods to estimate partially learned rules.

« On Objectives Once introduced in the agent program,

each piece of knowledge is used by the entity during its
life, keeping always track of its performance with respect
to the corresponding objective. This testing phase can
be performed in two modalities. The first one is based
on the correspondence between the expreSigdctive
in learnp(Rule, Time, Sender, Objective) and the ef-
fective rule application result. For example,Objective
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check_objective( Rules, Value) :
learnp(Rules, Time, Sender, Objective),
expired_time(Time, T),
evaluate(Rules, Objective, Value).
check_objectiver(Rules, Value) :>
evaluate_rule(Rules, Value).
evaluate_rule(Rules, Value) : —
accept_de finitelya(Rules, Value).
accept_de finitely_rule(Rules, Value) :<
Value > Threshold.
evallreject_rule s (Rules, Value).
reject_rule(Rules, Value) :<
Value < Threshold.

(1

[2
(3]

[4]

Fig. 4. Second learning process filter

quite preliminary and must be checked in real applicatiass,
it might result in low “precision”, i.e., too many matchesar
found and “recall”, i.e., too many matches are discarded.
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Abstract— The notion of an intelligent agent as an entity which
appears to be the subject of mental attitudes like beliefs, desires
and intentions (hence, the BDI acronym) is well known and
accepted by many researchers. Besides the definition of various
BDI logics, many languages and integrated environments for
programming BDI-style agents have been proposed since the
early nineties. In this reasoned bibliography, nine languages and
implemented systems, namely PRS, dMARS, JACK, JAM, Jadex,
AgentSpeak(L), 3APL, Dribble, and Coo-BDI, are discussed and
compared. References to other systems and languages based on
the BDI model are also provided, as well as pointers to surveys
dealing with related topics.

I. INTRODUCTION

The notion of an intelligent agent as an entity which
appears to be the subject of beliefs, desires, commitments, and
other mental attitudes, is well known and accepted by many
researchers [1]. The philosopher Dennett has coined the term
intentional system to denote systems of this kind [2].

In order to formalise intentional systems, different logics
have been developed, among which Cohen and Levesque’s
theory of intentions [3], and Rao and Georgeff’s Belief-Desire-
Intention logic [4], [5], [6]. However, intelligent software
agents cannot just be formalised using ad-hoc logical lan-
guages: they must be programmed using executable languages,
as any other piece of software. Hence, there is a pressing need
of programming languages which can fill the gap between the
logical theory and the practical issues concerned with software
agents’ development.

One of the computational models that gained more con-
sensus as a candidate to fill this gap is the Belief-Desire-
Intention (BDI) one [7], which, as the acronym itself suggests,
is characterized by the following concepts:

— Beliefs: the agent’s knowledge about the world.

— Desires: the objectives to be accomplished.

— Intentions: the courses of actions currently under execu-
tion to achieve the agent’s desires.

Besides these components, the BDI model includes a plan
library, namely a set of “recipes” representing the procedural
knowledge of the agent, and an event queue where both events
(either perceived from the environment or generated by the
agent itself to notify an update of its belief base) and internal
subgoals (generated by the agent itself while trying to achieve
a desire) are stored.

The typical BDI execution cycle is characterised by the
following steps:

1. observe the world and the agent’s internal state, and
update the event queue consequently;

2. generate possible new plan instances whose trigger event
matches an event in the event queue (relevant plan instances)
and whose precondition is satisfied (applicable plan instances);

3. select for execution one instance from the set of appli-
cable plan instances;

4. push the selected instance onto an existing or new
intention stack, according to whether or not the event is a
(sub)goal;

5. select an intention stack, take the topmost plan instance
and execute the next step of this current instance: if the step
is an action, perform it, otherwise, if it is a subgoal, insert it
on the event queue.

Usually, BDI-style agents do no adopt first principles planning
at all, as all plans must be generated by the agent programmer
at design time. The planning done by agents consists entirely
of context-sensitive subgoal expansion, which is deferred until
a point in time at which the subgoal is selected for execution.

This paper provides an overview of languages and imple-
mented systems for programming BDI-style agents. In Section
II, nine systems based on the BDI model are surveyed, and
in Section III they are compared along seven dimensions.
Our knowledge about these nine systems, comes both from
our own readings and experience, and from talks with most
of the authors of the systems themselves, in particular with
R. Bordini (AgentSpeak), M. Dastani (3APL), M. J. Huber
(JAM), A. Pokahr (Jadex), M. B. van Riemsdijk (Dribble),
and M. Winikoff (AgentTalk). All of them have been asked to
check the content of Section III before submission'. Section
IIT also contains pointers to other existing systems, together
with references to related work.

II. BDI-STYLE LANGUAGES AND SYSTEMS

The choice of the nine languages and systems that we
briefly introduce in this section is motivated either by their
historical relevance (PRS, dMARS, AgentSpeak(L)) or by
their current significance and with adoption (the remaining
six ones). Clearly, there are many more BDI-based languages
besides these ones, most of which are cited in Section III.

!Despite to the precious advices given by these researchers, the paper might
contain inaccuracies, whose responsibility is only ours!
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Although we could not treat all the existing languages and
systems in depth, our choice does not mean, in any way, that
the languages surveyed in this section are “better” (according
to whatever criterion) than those cited in Section III.

A. PRS

The SRI’s procedural reasoning system, PRS [8], [9], was
developed for representing and using an expert’s procedural
knowledge for accomplishing goals and tasks, based on the
research of procedural reasoning carried out at the Artificial
Intelligence Center, SRI International. It can be considered
the ancestor of all the languages and architectures for prac-
tical reasoning discussed in this paper. Procedural knowledge
amounts to descriptions of collections of structured actions for
use in specific situations. PRS supports the definition of real-
time, continuously-active, intelligent systems that make use
of procedural knowledge, such as diagnostic programs and
system controllers.

Main components of the language: PRS architecture
consists of (1) a database containing current facts and beliefs,
(2) a set of goals to be achieved, (3) a set of plans, called
Acts, describing how sequences of conditional tests and actions
may be performed to achieve certain goals or to react to
certain situations, and (4) an interpreter that manipulates
these components to select and execute appropriate plans for
achieving the system’s goals.

Agent operation: The PRS interpreter runs the entire
system. At any particular time, certain goals are established
and certain events occur that alter the beliefs held in the system
database. These changes in the system’s goals and beliefs
trigger (invoke) various Acts. One or more of these applicable
Acts will then be chosen and placed on the intention graph.
Finally, PRS selects a task (intention) from the root of the
intention graph and executes one step of that task. This will
result either in the performance of a primitive action in the
world, the establishment of a new subgoal or the conclusion
of some new belief, or a modification to the intention graph
itself.

Semantics: We were not able to find documents describ-
ing the formal semantics of the original PRS system; our
understanding is that the work on giving a formal semantics
to PRS started only with the research on dAMARS (see Section
1I-B).

Implementation: A list of implemented PRS systems can
be retrieved from M. Wooldridge’s page on BDI software,
http://www.csc.liv.ac.uk/~mjw/pubs/rara/
resources.html. The list includes for example PRS-CL
(http://www.ai.sri.com/~prs/) and UMPRS (http:
//ai.eecs.umich.edu/people/durfee/UMPRS.html).

Industrial-strength applications: The PRS has been eval-
vated in a simulation of maintenance procedures for the space
shuttle, as well as other domains [10].

B. dMARS

dMARS was implemented at the Australian Al Institute,
under the direction of M. Georgeff. It was a kind of “second

10

generation PRS”, implemented in C++ and used for commer-
cial agent development projects.

Main components of the language: An agent in dMars is
characterised by a plan library, three main selection functions
which select the intention to execute, the plan to adopt, and
the event to manage respectively, and two auxiliary selection
functions that are used during the agent’s functioning.

A plan is in turn constituted by an invocation condition, an
optional context and a mandatory maintainance condition, a
body — that is a tree representing the possible flows of actions;
arcs are labelled with either an internal or an external action, or
a subgoal, while nodes are labelled with states — two sequences
of internal actions (updates to the belief base), to be executed
if the plan succeeds or fails.

The state of an agent includes the current belief base, the
set of current intentions (namely, plan instances which contain
information about the current state of execution of the plans
they originate from), and the event queue.

Agent operation: The dMARS operation cycle respects

the basic cycle depicted in the introduction:
— If the event queue is not empty, an event is selected from
it and relevant plans and, in turn, applicable plans are deter-
mined. An applicable plan is selected and used to generate
a plan instance. With an external event, a new intention
containing just the plan instance as a singleton sequence is
created. With an internal event, the plan instance is pushed
onto the intention stack which generated that (subgoal) event.
— If the event queue is empty, an intention is chosen and the
action labelling the current branch in the body of its topmost
plan is executed.

A plan fails if all its branches have been attempted, and
all of them failed. In this case, the failure actions must be
executed. Otherwise, a plan succeeds and the success actions
must be executed.

Implementation: The first implementation of dMARS
has been developed by the Australian Artificial Intelligence
Institute (AAIID) - Melbourne, Australia - in 1995. AAII imple-
mented the IMARS platform for distributed reasoning agents
consisting of graphical editors, a compiler and an interpreter
for a logic goal-oriented programming language, a number
of run-time libraries (including an in-memory knowledge
database, a multi-threading package and a communication
subsystem). dMARS was developed in C++ and ran on a
variety of Unix platforms. At the end of 1997, dMARS was
being ported to Windows/NT.

Semantics: In [11], an operational semantics of dIMARS
described using Z [12].

Industrial-strength applications: The dMARS system has
been used for both research and production in factory au-
tomation, simulation, business and air traffic control systems.
Among the customers of dMARS, there are NASA (space
shuttle malfunction handling), AirServices, Thomson Airsys
(air traffic control), Daimler Chrysler (supply chain manage-
ment, resource & logistics management), Hazelwood Power
(process control). A survey of the applications developed with
dMARS can be found in [13].
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C. JACK

JACK Intelligent Agents [14], [15] incorporates the BDI
model and allows developers to create new reasoning models
to suit their customers particular requirements. It is imple-
mented in Java, and the JACK Agent Language extends Java
with constructs for agent characteristics such as plans and
events. JACK has been built by a team of experts who have
worked on PRS and dMARS, and is a commercial product.

Main components of the language: The JACK Agent
Language extends the regular Java syntax. It allows the pro-
grammers to develop the components that are necessary to
define BDI agents and their behaviour, namely:

« Agents - which have methods and data members just like
objects, but also contain capabilities that an agent has,
namely belief bases (beliefsets), descriptions of events
that they can handle, and plans that they can use to handle
them.

o Capabilities - which serve to encapsulate and aggregate
functional components of the JACK Agent Language for
use by agents.

o Beliefsets - which are used to store beliefs and data that
the agent has acquired.

¢ Views - which provide a way of modelling any data in a
way easily manipulated by JACK.

o Events - which identify the circumstances and messages
that it can respond to.

« Plans - which are executed in response to these events.
Agent operation: When an agent is instantiated in a

system, it will wait until it is given a goal or it experiences
an event to which it must respond. When it receives an event
(or goal), the agent initiates activity to handle the event. If
it does not believe that the goal or event has already been
handled, it will look for the appropriate plan(s) to handle it.
The agent then executes the plan or plans depending on the
event type. The handling of the event may be synchronous
or asynchronous relative to the posting. The plan execution
may involve interaction with an agent’s beliefset relations or
other Java data structures. The plan being executed can in
turn initiate other subtasks, which may in turn initiate further
subtasks (and so on). Plans can succeed or fail. Under certain
circumstances, if the plan fails, the agent may try another plan.

Implementation: JACK is implemented entirely in Java
and should run on any Java-based platform. JACK stores
all program files and data as normal text, allowing standard
configuration management and versioning tools to be used.

Semantics: We did not find any formal semantics of
JACK.

Industrial-strength applications: One of the most signif-
icant applications of JACK was an unmanned aerial vehicle
(UAV) that was guided by an on-board JACK intelligent
software agent that directed the aircraft’s autopilot during the
course of the mission.

D. JAM

JAM is an intelligent agent architecture that grew out of
academic research and extended during the last five years of
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use, development, and application. JAM combines ideas drawn
from the BDI theories, the PRS system and its UMPRS and
PRS-CL implementations, the SRI International’s ACT plan
interlingua [16], and the Structured Circuit Semantics (SCS)
representation [17]. It also addresses mobility aspects from
Agent Tcl [18], Agents for Remote Action (ARA) [19], Aglets
[20] and others.

Main components of the language: Each JAM agent is
composed of five primary components: a world model, a plan
library, an interpreter, an intention structure, and an observer.
The world model is a database that represents the beliefs of
the agent. The plan library, interpreter, and intention structure
has the same purpose of the corresponding components in
dMARS. The observer is a user-specified lightweight declara-
tive procedure that the agent interleaves between plan steps (in
addition to the reasoning performed by the JAM interpreter) in
order to perform functionality outside of the scope of JAM’s
normal goal/plan-based reasoning (e.g., to buffer incoming
messages).

Note that, like in Coo-BDI (discussed in Section II-I), the
set of plans available to the agent in the plan library can
be augmented during execution through communication with
other agents, generated from internal reasoning or by many
other means.

Agent operation: The JAM interpreter is responsible for
selecting and executing plans based upon the intentions, plans,
goals, and beliefs about the current situation. The agent checks
all the plans that can be applied to a goal to make sure they are
relevant to the current situation. Those plans that are applicable
are collected into what is called the Applicable Plan List (or
APL). An utility value is determined for each instantiated
plan in the APL and, if no meta-level plans are available to
select between the APL elements, the JAM interpreter selects
the highest utility instantiated plan (called an intention) and
intends it to the goal. Note that neither the original PRS
specification nor prior PRS-based implementations (such as
PRC-CL) support utility-based reasoning.

Implementation: JAM is distributed freely for non-
commercial use and can be downloaded from http://www.
marcush.net/IRS/download_jam.html

Semantics: We are not aware of any formal semantics of
JAM.

Industrial-strength applications: We could not find any
information on industrial-strength applications developed us-
ing JAM.

E. Jadex

The Jadex research project is conducted by the Distributed
Systems and Information Systems Group at the University
of Hamburg. The developed software framework is currently
in a beta-stage. A basic set of features already supports
the development of rational agents on top of the the FIPA-
compliant JADE platform [21]. The main purposes of Jadex
are both to bring together BDI-style reasoning and FIPA-
compliant communication [22], and to extend the traditional
BDI-model (e.g. with explicit goals).
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Main components of the language: Jadex agents have
beliefs, which can be any kind of Java object and are stored
in a belief base, goals, that are implicit or explicit descriptions
of states to be achieved, and plans, that are procedural recipes
coded in Java.

Agent operation: After initialisation, the Jadex runtime
engine executes the agent by keeping track of its goals while
continuously selecting and executing plan steps, based on
internal events and messages from other agents. Jadex is
supplied with some predefined functionalities and can integrate
third party tools like the “beangenerator” plug-in for the
ontology design tool Protégé [23].

Implementation: Jadex is implemented on top of JADE.
To easily integrate the Jadex engine (implemented in Java)
into JADE agents, a wrapper agent class is provided, which
creates and initialises an instance of the Jadex engine with the
beliefs, goals and plans from an agent definition file.

Semantics: For the basic operation of the Jadex inter-
preter, as well as for some specific aspects such as goal
deliberation, an operational semantics has been sketched in
[24].

Industrial-strength  applications: From the Jadex
home page (http://vsis-www.informatik.
uni-hamburg.de/projects/jadex/), the pointers to
three applications developed using Jadex, namely MedPAge,
Dynatech, and Blackjack, can be found.

F. AgentSpeak(L)

AgentSpeak(L) [25] takes as its starting point PRS and
dMARS and formalizes its operational semantics. It can be
viewed as a simplified, textual language of PRS or dMARS.

Main components of the language: AgentSpeak(L) is
based on a restricted first-order language with events and
actions. The beliefs, desires and intentions of the agent are
not represented as modal formulas, but they are ascribed to
agents, in an implicit way, at design time. The current state
of the agent can be viewed as its current belief base; states
that the agent wants to bring about can be viewed as desires;
and the adoption of programs to satisfy such stimuli can be
viewed as intentions.

Agent operation: Like in PRS and dMARS, at every in-
terpretation cycle of an agent program, AgentSpeak(L) updates
a list of events, which may be generated from perception of
the environment, or from the execution of intentions (when
subgoals are specified in the body of plan). In [26], R.
Machado and R. H. Bordini have introduced a Belief Revision
Function (BRF) in the architecture which is implicit in Rao’s
interpreter, and in [27] R. H. Bordini, et al., enhance the
interpreter with an efficient intention selection in BDI agents
via decision-theoretic task scheduling.

Implementation: There are many implementations of the
AgentSpeak(L) language, among which:

o SIM_Speak [26] (the first working AgentSpeak(L) inter-

preter), which runs on Sloman’s SIM_AGENT toolkit, a

testbed for cognitively rich agent architectures [28], and
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« Jason [29], which provides an interpreter for a version
of AgentSpeak(L) extended with speech-acts [30]; Jason
supports the distribution of the agents by means of SACI
[31].
o AgentTalk [32], an interpreter for a simplified version of
AgentSpeak(L) implemented by M. Winikoff.
Semantics: The agent operation described above is for-
malised in [25], [33], and [34].

Industrial-strength applications:  AgentSpeak(L) has
been used to program animated embodied agents in virtual
environments.

G. 3APL

3APL [35] supports the design and construction of intelli-
gent agents for the development of complex systems through
a set of intuitive concepts like beliefs, goals and plans.

Although the 3APL architecture has many similarities with
other cognitive architectures such as PRS, it departs from
them in many ways. For example, the PRS architecture is
designed to plan agents’ goals (desires) while the 3APL
architecture is designed to control and revise agents’ to-do-
goals. Moreover, there is no ingredient in the PRS architecture
that corresponds to the practical reasoning rules, which are a
powerful mechanism to revise mental attitudes. Finally, the
deliberation cycle in 3APL is supposed to be a programmable
component while the deliberation cycle in PRS is integrated.

Main components of the language: An agent in 3APL is
characterised by two sets: the expertise of the agent, which is
a set of actions, and the agent’s rule base, which is a set of
rules.

A rule is formed by:

¢ an optional head and an optional body (both of which

are goals, namely either basic actions, or queries, or

achievement, or sequences of goals, or nondeterministic
choices of goals, or goal variables);

o a guard, that is a belief;

e a type, that may be either reactive, or failure, or

plan, Or optimisation.

In 3APL goals represent both the target of the agent and the
way to achieve this target, thus 3APL goals are similar both
to dMARS achieve goals and to dMARS plans.

The state of a 3APL agent is constituted by its belief base
and its goal base.

Agent operation: The architecture for 3APL is based on
the think-act cycle, which is divided into two parts. The first
part corresponds to a phase of practical reasoning by using
practical reasoning rules, and the second corresponds to an
execution phase in which the agent performs some action.

Think stage. The application of a rule to a goal results in
the replacement of a subgoal which matches with the head of
the rule by the body of the rule in case the head of the rule
is non-empty. If the body of the rule is empty, the subgoal is
simply dropped. In case the head of a rule is empty only the
guard of the rule needs to be derivable from the beliefs of the
agent, and a new goal (the body of the rule) is added to the
goal base of the agent.
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Act stage. The execution of a goal is specified through
the computation steps an agent can perform on a goal. A
computation step corresponds to a simple action of the agent,
which is either a basic action or else a query on the beliefs of
the agent.

Implementation: Both a Java version and an Haskell
version of 3APL can be downloaded from http://www.cs.
uu.nl/3apl/download.html.

Semantics: Originally, the operational semantics of 3APL
was specified by means of Plotkin-style transition semantics
[36], while in [37] 3APL has been re-specified in Z. In [38],
the specification of a programming language for implementing
the deliberation cycle of cognitive agents is shown, and 3APL
has been used as the object language.

Industrial-strength applications: We are not aware of real
applications developed using 3APL.

H. Dribble

Dribble [39] is a propositional language that constitutes
a synthesis between the declarative features of the language
GOAL [40], and the procedural features of 3APL.

Some attention should be devoted to the terminology used.
In the original paper on 3APL [35], 3APL is defined to
have beliefs and goals (no plans). These goals are however
procedural (basically sequences of actions) and are actually
the same as the plans of Dribble (modulo some details).
The important feature of Dribble compared with the original
version of 3APL, is the addition of declarative goals (based on
GOAL). In the Dribble paper, the term “goal” has been used
for declarative goals (in the sense of propositional formulas
describing a situation that is to be achieved), and “plans” for
the procedural part of the agent (which was termed “goals” in
[35]). Further, the ideas of Dribble have been incorporated in
the latest version of 3APL, as discussed in [41]. That paper
presents a first order version of Dribble, with some minor
extensions. It uses the Dribble terminology of “goals” for
declarative goals and “plans” for the procedural part.

Main components of the language: The language Dribble
incorporates beliefs, declarative goals, and plans (i.e., proce-
dural goals, following 3APL terminology).

Agent operation: Dribble basically adopts a Think-Act
cycle like 3APL.

Implementation: We were not able to find documents
describing a working implementation of the Dribble language.

Semantics: In [39], an operational semantics of the pos-
sible mental state changes is defined using transition systems.
A dynamic logic is also sketched in which one can reason
about actions defined in that logic. These actions transform the
mental state of the agent. In [42], a demonstration that mental
state transitions defined by actions in the logic, correspond to
the mental state transitions defined by the transition system is
provided.

Industrial-strength applications: We are not aware of
applications developed using Dribble.
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1. Coo-BDI

Coo-BDI (Cooperative BDI) [43] is based on the dMARS
specification and extends it by introducing cooperations
among agents to retrieve external plans for achieving desires.

Main components of the language: The cooperation
strategy of an agent A includes the set of agents with which
is expected to cooperate (a set of agent names), the plan
retrieval policy (always, noLocal) and the plan acquisition
policy (discard, add, replace).

Coo-BDI plans are classified in specific and default ones;
besides the standard components, they also have an access
specifier which determines the set of agents the plan can be
shared with (private, public and only(TrustedAgents)).

Coo-BDI intentions are characterized by “standard” com-
ponents plus components introduced to manage the external
plan retrieval mechanism.

Agent operation: The operation of a Coo-BDI agent is
based on a three steps cycle:

1) process the event queue;
2) process suspended intentions;
3) process active intentions.

The mechanism for retrieving relevant plans involves coopera-
tion with the trusted agents, in order to retrieve external plans,
besides the local ones.

Implementation: An integration of the ideas underlying
Coo-BDI into the Jason programming language has been
designed [44], and its implementation is under way [45].

Semantics: No formal semantics of Coo-BDI has been
defined. In [43] the Coo-BDI interpreter is fully described
in Prolog, which gives an operational specification of its
operation.

Industrial-strength applications: No applications have
been developed using Coo-BDI.

IIT. COMPARISON AND RELATED WORK

In Tables 1 and 2, we summarise the analysis of the nine
surveyed systems along seven dimensions. In particular, in
Table 2 we take the ability of the agents to easily integrate
ontologies (Ont) and to update the plan library at runtime
(Dyn) into account. In Table 2, references are given if the
analysed feature is not supported by the original system, but
by some of its extensions. Instead, a “Yes” in the cell means
that the original version of the system natively supports the
corresponding feature.

Many resources on BDI-style languages are available to the
research community, although, to the best of our knowledge,
no exhaustive roadmap on this topic exists. An introduction
to the BDI logics, architecture, and to some languages based
on BDI concepts can be found both in [54] and in [1]. The
paper [55] discusses and compares five MAS development
toolkits, namely AgentBuilder [56], CaseLP [57], DESIRE
[58], IMPACT [59], and ZEUS [60], that support the definition
of agents in terms of mental attitudes.

Among the on-line resources, http://www.csc.liv.ac.uk/
~mjw/pubs/rara/resources.html provides pointers to some
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Implementations Formal semantics Industrial-strength applic.
PRS UMPRS [46], PRS-CL [47], others [48] No [10]
In 1995, AAII implemented a C++ platform running on .
dMARS Unix; in 1997 dAMARS was ported to Windows/NT Operational [11] (13
JACK Java [49] No Unmanned vehicle
JAM Java [50] No No
Jadex Java [51] Operational (sketched in [24]) [51]
AS(L) SIM_Speak [26], AgentTalk [32], Jason [29] Operational [33], [25], [34] Virtual environments
3APL Java and Prolog [52] Operational [37], [36]; meta-level [38] No
Dribble No Operational [39], dynamic logic-based [42] No
Coo-BDI | Coo-AgentSpeak [44], [45] Operational [43] No
TABLE I
IMPLEMENTATIONS, SEMANTICS, APPLICATIONS OF THE SURVEYED SYSTEMS
Basic components Operation cycle Ont Dyn
PRS Standard Standard No No
dMARS Standard Standard No No
JACK Standard + capabilities (that aggregate functional components) + views (to easily Standard No No
model data)
JAM Standard + observer (use.r—'spec1ﬁed declarative procedure that the agent interleaves Utility-based No Yes
between plan steps) + utility of plans
Jadex Beliefs + goals + plans + capabilities (that aggregate functional components) Standard Yes No
AS(L) Standard Standard; efficient [27] Yes [53] Yes [44]
3APL Beliefs, plans, practical reasoning rules, basic action specifications Think-act No Yes
Dribble Beln?fs, Rlans, declarative goals, practical reasoning rules, goal rules, basic action Think-act No Yes
specifications
Co0-BDI Stapc.lard + coop’eratlon strategy (trusted agents + plan retrieval and acquisition Perceive-cooperate-act No Yes
policies) + plans’ access specifiers

TABLE I
OTHER FEATURES OF THE SURVEYED LANGUAGES AND SYSTEMS

implemented BDI systems, while http://www.cs.rmit.edu.
au/agents/SAC/survey.html surveys systems based on the
concepts of action, event, plan, belief, goal, decision and
choice.

Besides the BDI-based languages and integrated environ-
ments that we have not discussed in Section II, we can cite:
MYWORLD [61], in which agents are directly programmed in
terms of beliefs and intentions; ViP [62], a visual programming
language for plan execution systems with a formal semantics
based upon an agent process algebra; CAN [63], a conceptual
notation for agents with procedural and declarative goals;
NUIN [64], a Java framework for building BDI agents, with
strong emphasis on Semantic Web aspects; SPARK [65], that
builds on PRS and supports the construction of large-scale,
practical agent systems; and Jason [29], that supports many
extensions to the AgentSpeak language and is a BDI system
in the spirit of Jadex, JAM, JACK, but with much better formal
basis.

When we move from BDI-style languages to the more
general class of agent programming languages based on
computational logics (which, however, includes the BDI-style
languages), we can find two surveys that complement each
other in many ways. The first one, [66], discusses different
formalisms with the aim of putting in evidence the contribution
of logic to knowledge representation formalisms and to basic
mechanisms and languages for agents and MAS modeling.

The second one, [67], analyses a subset of logic-based exe-
cutable languages whose main features are their suitability for
specifying agents and MASs and their possible integration into
an existing conceptual framework for agent-oriented software
engineering based on computational logic.
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Abstract— To help sharing knowledge in those contexts where
documents and services are annotated with semantic information,
such as the Semantic Web, defining and implementing the
similarity between sets of concepts belonging to a common
ontology may prove very useful. In fact, if both the required and
the provided pieces of information (be they textual documents,
services, images, or whatever) are annotated with sets of concepts
taken from a reference ontology O, the evaluation of how good
a piece of information P is, w.r.t. the required one R, may be
based on the similarity between the two sets of concepts that
describe P and R.

One of the first applications of the agent technology, aimed
at “reducing work and information overload”, was that of
retrieving and filtering information in an automatic way. Thus,
the possibility to calculate the semantic distance between two
sets of concepts finds a natural application in the agent field, in
particular for improving those agents that act as “digital butlers”
for their human owners, by exploring the Semantic Web and
looking for useful documents and/or services.

Unfortunately, the metrics for calculating the semantic distance
between two sets of concepts that can be found in the literature,
are often very simple and do not meet some requirements that,
up to us, make the metric closer to the common sense reasoning.
For this reason, we have designed and implemented two new
algorithms for computing the similarity between sets of concepts
belonging to the same ontology.

I. INTRODUCTION

According to the Wikipedia encyclopedia (http://en.
wikipedia.org/wiki/),
The Semantic Web is a project that intends to create
a universal medium for information exchange by
giving meaning (semantics), in a manner under-
standable by machines, to the content of documents
on the Web.
The intent of the Semantic Web is thus to enhance
the wusability and wusefulness of the Web by means
of common metadata vocabularies (ontologies [7]) and
standard languages suitable for defining them, such as XML
(http://www.w3.0rg/TR/2004/REC-xm1-20040204/),
XML Schema (http://http://www.w3.0rg/TR/2004/
REC-xmlschema-1-20041028/), RDF [6], RDF Schema
[2], and OWL [17].
In order to share knowledge within the Semantic Web, two
problems must be addressed:
1) The similarity between sets of concepts belonging to the
same ontology O must be defined, in order to allow a
user (be it a human or a software agent) interested in

documents dealing with topics in the set Sy, to retrieve
also documents dealing with topics in the set So, if S;
and Sy are “close enough” with respect to O.

2) Since it is not always possible to have a unique ontology
O to use as a reference for comparing sets of concepts,
documents are often tagged not only with a set of
concepts, but also with the ontology from which the
tagging concepts come from. In this case, maps between
different ontologies must also be provided.

These two problems, although typical of the Semantic Web
context, can be found in many other application scenarios, like
Multiagent, Peer-to-Peer and Grid systems, where the com-
parison of set of concepts is required to provide more precise
answers to the user’ requests. For example, [8] describes a
multiagent system for semantic-driven information retrieval,
based on the peer-to-peer model, where routing of requests
is performed by computing the similarity between the set of
concepts advertised by each agent (the concepts that are dealt
with by the agent’s documents) and the set of concepts that
characterise the documents looked for by the requesting peer.
The similarity is evaluated by referring to a unique ontology
that describes the system’s domain, and from which concepts
appearing both inside advertisements and requests are taken.

More in general, all the application scenarios where an
“intelligent” information retrieval and filtering is required,
may take advantage of programs and instruments that allow
to compare two sets of concepts w.r.t. an ontology. In fact,
all the “agents that reduce work and information overload”
[15] usually need to compare the meta-information extracted
from the retrieved document, with the meta-information that
describes the user’s interests. Very often, this meta-information
consists either of a set of keywords whose similarity can be
computed by using lexical ontologies such as WordNet, or of
a set of concepts taken from a reference ontology.

In this paper, we address the problem of defining a similarity
metric between sets of concepts belonging to the same ontol-
ogy. In Section II we review some existing metrics defined in
the literature to measure the similarity between two concepts
(and, very rarely, between two sets of concepts) in either a
taxonomy or an ontology. In Section III, we describe our
algorithms and provide motivations for the choice we made
in their design, and in Section IV we discuss our algorithms
and we conclude the paper with the future directions of our
work.
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II. AN OVERVIEW OF EXISTING METRICS

There are several techniques used to measure the similarity
of two concepts belonging to the same taxonomy, and these
techniques can be also applied to ontologies.

In particular the three main techniques are either 1) based
on the distance between concepts, or 2) based on information
content, or 3) based on a glossary. In this paper we take into
account only the first one.

A. Bouquet, Kuper, Scoz and Zanobini’s metric

In [1], Bouquet, Kuper, Scoz and Zanobini introduce two
kinds of distances, one between simple concepts, and one
between sets of simple concepts.

— Ontological Distance between simple concepts. The Onto-
logical Distance between ¢ and ¢/, written Dg(c,c’), is the
length of the minimal path between the nodes corresponding
to ¢ and ¢’ in the ontology O, if such a path exists, and is 0
otherwise. The ontology is defined in the usual way, as a graph
where nodes are labelled with concepts and arcs are labelled
with relations between couples of concepts.

— Ontological Distance between sets of simple concepts. Let A
and B be two sets of simple concepts. The ontological distance
between the sets A and B, D.(A, B), is the sum of D(c,¢’)
for each ¢ in A and ¢ in B.

Since this definition involves some redundancy, the notion

of normalized set of simple concepts is introduced:
— Normalized set of simple concepts. Let K be the set of simple
concepts occurring in a complex concept, namely a concept
that is built from simple concepts defined in some ontology O
and organized in a classification structure. A normalized set
of simple concepts K’ contained in K is defined as the set of
all ¢ belonging to K such that there is no path from ¢ to ¢
in O for some ¢’ belonging to K.

The ontological distance between complex concepts C' A and
CB is then defined as D.(A’, B’), where A’ and B’ are the
normalized sets of simple concepts for A and B respectively,
and A and B are the sets of simple concepts occurring in C'A
and CB, respectively.

B. Haase, Siebes, and van Harmelen’s metric

In [9], the similarity between two concepts belonging to
the same ontology, where a SubTopic relation is defined, is
evaluated as

S(t1,t2) = { i

where [ is the length of the shortest path between topic
t1 and to according to the SubTopic relation, h is the level
in the tree of the direct common subsumer from ¢; and
ta, and @« >= 0 and 8 >= 0 are parameters scaling the
contribution of shortest path length [ and depth h, respectively.
The intuition behind using the depth of the direct common
subsumer in the definition of the similarity is that topics at
upper layers of hierarchical semantic nets are more general
and are semantically less similar than topics at lower levels.

eBh _o—Bh

—al |
ePh fe—Bh

if t1 # to
otherwise
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Given the function for calculating the similarity between
two individual topics, it is possible to define the distance
between two sets of concepts as

SF(s,e) max S(t1,t;)

1
|8| t;Es tice

C. Castano, Ferrara, Montanelli, and Racca’s metric

In [5], a term affinity function A(t,t’) is defined to evaluate
the affinity between two terms ¢ and ¢’ with respect to a
thesaurus 7h of terms and terminological relationships among
them.

A(t,t') is equal to the value of the highest-strength path
of terminological relationships between ¢ and ¢’ in Th if at
least one path exists, and is O otherwise. A path strength is
computed by multiplying the weights associated with each
terminological relationship involved in the path, that is:

iftk>1

n o maxi—1 g {Winy}
Alt,t) = { 0 otherwise

where: k is the number of paths between ¢ and ' in Th;
t =7 t' denotes the ith path of length n > 1; Wtﬂ;w =
Wi,p Wapoooe W,,r is the weight associated with the ith
path, where W, such that j = 1,2,...,n denotes the weight
associated with the jth terminological relationship in the path.

In [3], Bulskov, Knappe, and Andreasen use basically the
same measure, namely the maximal multiplicative weighted
path length, on ontologies expressed in ONTOLOG [16].

D. Rada, Mili, Bicknell, and Blettner’s metric

In [18] the conceptual distance between any two concepts is
defined as the shortest path through a semantic network. The
semantic network taken into account is MeSH, a hierarchical
network of biomedical concepts that (at the time the paper was
published, namely in 1989) consisted of about 15,000 terms
organized into a nine-level hierarchy, with concepts related
by a broader-than relationships, which includes both is-a and
part-of relationships.

E. Leacock and Chodorow’s metric

The measure presented in [13] is similar to that defined by
Rada, Mili, Bicknell, and Blettner, since it is based on the
length of the shortest paths between noun concepts in a is-a
hierarchy. Leacock and Chodorow’s measure of similarity is
thus defined as follows:

length(cl, c2
$iMLeacho(cl, ¢2) = max [— log (6”9(0’0)>]

(2D)

where length(cl, ¢2) is the shortest path length between the
two concepts and D is the maximum depth of the taxonomy.

As we can see, the value of the shortest path length is scaled
by the depth D of the hierarchy, where depth is defined as the
length of the longest path from a leaf node to the root node
of the hierarchy.
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F. Wu and Palmer’s metric

Wu and Palmer [20] define a measure of similarity that is
also based on path lengths, however, they focus on the distance
between a concept to the root node.

Resnik [19] reformulates their measure slightly. This mea-
sure finds the distance to the root of the most specific node that
intersects the path of the two concepts in the is-a hierarchy.
This intersecting concept is the most specific concept that the
two concepts have in common, and is known as the “lowest
common subsumer” (Ics). The distance of the Ics is then scaled
by the sum of the distances of the individual concepts to the
node.

The measure is formulated as follows:

2 - depth(les(cl, c2))

ura 1 2
simwupal(cl, ¢2) = depth(cl) + depth(c2)

where depth is the distance from the concept node to the
root of the hierarchy.

G. Hirst and St.Onge’s metric

Hirst and St.Onge [10] introduce a measure of relatedness
that considers many other relations beyond the is-a one, and
that is used for lexical ontologies. This measure classifies
relations as: horizontal, upward, or downward.

o Upward relations connect more specific concepts to more

general ones (i.e., is-a)

e Downward relations connect more general concepts to

more specific ones (i.e., is-a-kind-of)

e Horizontal relations maintain the same level of speci-

ficity.

The measure defined by Hirst and St.Onge has three levels
of relatedness: extra strong, strong and medium strong. An
extra strong relation is based on the syntactic form of the
words, while two words representing the same concept (i.e.,
synonyms) have a strong relation between them. The medium-
strong relation is determined by a set of allowable paths
between concepts. If a path that is neither too long nor too
winding exists, then there is a medium-strong relation between
the concepts. The score given to a medium-strong relation
considers the path length between the concepts and the number
of changes in direction of the path:
path weight =
C — path length — (k x #changes in direction)

IT1I. COMPUTING THE SIMILARITY OF TWO SETS OF
CONCEPTS: A NEW PROPOSAL

The two algorithms we have designed and implemented
to compute the similarity of two sets of concepts, work on
ontologies represented in OWL, RDF and DAML+OIL [11].
Both algorithms are based on the definition of the “sim_c”
function for calculating the similarity of a concept w.r.t. a set
of concepts. Thus, we first introduce “sim_c” in Section III-A,
and then we introduce the two algorithms in Section III-B.
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A. Computing the similarity between a concept and a set of
concepts

Our algorithm for computing the similarity between a
concept and a set of concepts is an extension of Dijkstra’s
algorithm (shown in Algorithm 1), where there may be more
than one destination node.

Algorithm 1: Dijkstra(G,w, s)

foreach vertex v € V|G| do

d[v] := oc;
previous[v] := nil;
end
dfs] :=
S —(Z)
Q:=V;

while Q # () do
u := extract_min(Q);
S:=5 U {u}
foreach edge (u,v) outgoing from u do
if d[v] > d[u] + w(u,v) /* Relax(u,v) */

then
dfv] := d[u] + w(u,v);
previous[v] := u;
Q = update(Q);
end
end

end

Initialisation: The difference in the initialisation phase w.r.t.
Dijkstra’s algorithm is that in ours, the value of a path is
evaluated as the product of the weights of the path’s edges
(kept in a w[., ] matrix), and we prefer paths with a higher
value!. Thus, we must initialise the similarity (kept in a d[ ]
array) of the source concept s from itself as if it were the best
possible similarity (1), and the other similarities as if they
were the worst possible ones (0).

In our algorithm for calculating the “sim_c” function we
use the pi[] array that, for each concept in the ontology,
keeps track of its predecessor (if any) in the current best
estimated path towards the destination node(s). The p: data
structure allows us to store a spanning tree of the ontology,
characterised by the nodes pi[j] for 1 < j < |O| (where |O]
is the number of concepts belonging to the ontology) and by
the edges (pi[j],7), for 1 < j < |O|.

IThe weights between couples of concepts kept in the w|[_,_] matrix,
representing the similarity of pairs of adjacent concepts, are decided at design
time by the ontology developer who is supposed to be an expert of the
ontology domain.
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Algorithm 2: initialise_single_source(Ontology o,
Concept  s)

Algorithm 4: double sim_c(Ontology o, Concept s,
set(Concept) target, [0..1] lower_bound)

foreach concept ¢ in Concepts(o) do
dle] :=0;
pilc] == nil ;

end

dfs] :==1;

Relaxation: The relaxation procedure checks whether the
current best estimate of the similarity between s and v (d[v])
can be improved by going through w (i.e. by making u the
predecessor of v). With respect to Dijkstra’s algorithm, here
we changed a > with a < in the condition of the if statement,
and a 4 with a % in the evaluation of the path’s total weight.

Algorithm 3:
double wl][])

relax(Concept u, Concept v,

if d[v] < d[u] * w[u, v] then
d[v] := d[u] * w[u,v] ;
pifv] == u s

end

Implementation of the sim_c function: The sim_c algo-
rithm, whose pseudo-code is shown in Algorithm 4, evaluates
the similarity between a concept s and a set of concepts
target.

The algorithm returns a value in [0,1]. If s belongs to
target, 1 is returned and the algorithm stops, otherwise the
algorithm starts by exploring the paths from s to the nodes in
target. The lower_bound parameter is the value under which
results are considered no longer relevant, and may range in
[0, 1].

Post processing phase: All the paths with a bet-
ter value than lower_bound have been explored; the
current_highest_similarity array contains O for those nodes
in the local ontology whose similarity with s is not rele-
vant; they contain a value different from 0 (and surely >
lower_bound) for the other ones. Now, we only need to
combine these values in order to obtain a final value in [0, 1].
The mathematical function used to combine these values is
the following:

combine_final value(xy ... x,) = f(x1)

where the sequence (1 ...z, ) is ordered and

i+ A=)k f(xr) ifi<n
f(mi){ v ifi=n
This function, when applied to the ordered sequence of
values is in the [0, 1] range representing the similarity of the
source concept with all the other concepts of the matrix (when
this similarity is different from 0), allows us to obtain a value
which is in the [0, 1] range, and that gives more weight to the
higher values, but still allowing the lower values to contribute
to the final outcome.

if s
\

€ target then
return 1

else

end

initialise_single_source(o, s);

foreach concept c € target do
current_highest_similarity[c] := 0;
go_on = true;

/* Make S equal to the source

concept *x/
S :=s;
/+ the current concept is the source
concept *x/
U= S;

C := Concepts(0);

/+* while there are still concepts to
explore, and the paths through
these concepts may prove to be
better than the current path to
one of the concepts in target

while C' # S and go-on do

foreach concept c € Adjacent(u) do
/* the path’s weights going

through "v" are evaluated
and updated
relaz(u, ¢, w);

end

/* the most promising concept to
reach one of the concepts in
Loc namely the one such that
d[u] is higher is found

u := extract_most_similar(C'\ S);

if d[u] > lower_bound then

S:=SU{u};

/+ 1f the path leads to the
destination, we wonder if
this path is better than the
previous one found, leading
to the destination (if any),
and we eventually update the
value of the current best
path

if u € target then
if d[u] > current_highest_similarity|u]
then

current_highest_similaritylu] :=
d[ul;
end
end

*/

*/

*/

*/

else

/+ 1f all the paths that still
remain to be considered, are
worst than the lower_bound,
the algorithm stops

go-on := false;

*/

end

end

odered_val := order(current_highest_similarity);
return combine_final value(ordered_val);
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B. Computing the similarity between two sets of concepts

In the following we present two different algorithms for
computing the similarity between two sets of concepts. The
first is based on a mathematical formula while the second
is based on a recursive approach. There are some conditions
that, in our opinion, an algorithm for computing the similarity
between two sets of concepts should meet :

1) It is not sufficient that a concept in the source set matches
a concept in the target set to obtain 1 as result.

2) To obtain 1 as result, all the concepts in the source set
should have a related concept in the target set.

3) If there are many concepts with high similarity in the two
sets, we would like to “prize” them by having a similarity
function that respects the inequality:

similarity(o, target, source, lower_bound) >

sesource sim_c(o,target,source,lower_bound)

. |source| .
On the other hand, if there are many concepts with low

similarity in the two sets of concepts, we would like
to “punish” them by having a similarity function that
respects the inequality:

similarity(o, target, source, lower_bound) <

sesource Sim-c(o,target,source,lower_bound)

|source|

1) Algorithm similarity_by_m_th_root.: The first algo-
rithm is based on the following formula:

1/ 7EZ=07§“’“)M where a; € Z

The algorithm that uses this formula is described below in
pseudo-code; it takes as input five parameters: the ontology,
the target set, the source set, a coefficient representing the
value of m in the previous formula and the lower _bound under
which results are considered no longer relevant.

Algorithm 5: double similarity_by_m_th_root(Ontology d
set(Concept) target, set(Concept) source,int m,
[0..1] lower_bound)

result := 0;
foreach concept c € source do
result :=
result + sim_c(o, ¢, target, lower_bound)™;
end
Vresult .

return |source]|

2) Algorithm similarity_by_recursive_eval.: The second
algorithm is also based on the sim_c algorithm for comput-
ing the similarity between a concept and a set of concepts
illustrated previously, but the different idea is to evaluate the
similarity between the target set and the elements of the source
set, and to use a recursive function to calculate the similarity.
The entire pseudo-code is illustrated below.
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Algorithm 6: double  similarity_by_recursive_eval(
Ontology o, set(Concept) target, set(Concept) source,
[0..1] lower_bound)

stmilarity = nil;
foreach concept c € source do
| similarity.add(sim_c(o, ¢, target, lower_bound));
end
return calculate(similarity);

Algorithm 7: double calculate(set(Double) similarity)

if similarity.isEmpty() then
I return 0
else
value = mazx(similarity);
similarity.remove(value);

return (value+(1—value)xcalculate(similarity));
end

IV. DISCUSSION AND FUTURE WORK

The similarity_by_m_th_root algorithm meets the require-
ments specified in Section III-B. It defines a means where high
values have an higher impact in computing the final result than
low values. The m parameter allows us to specify how much
the higher values should be “prized” with respect to lower
ones.

The similarity_by_recursive_eval, instead, does not sat-
isfy the third requirement: in fact, if one (and only one)
concept belongs both to the source set and to the target
set, the result of the algorithm is 1, and thus the first
condition specified in Section III-B is not met. How-
ever our experiments, discussed in [14], demonstrated that
sitmilarity _by_recursive_eval has a better performance than
stmalarity _by_m_th_root.

Although many techniques for computing the similarity
between concepts belonging to the same ontology or taxonomy
exist, the use of that based on the path length is very common
in the scientific community. Our definition of the similarity
between concepts is also very common, and thus it is not a
novelty w.r.t. the existing literature. However, we have also
defined the similarity between a single concept and a set of
concepts, and between two sets of concepts, establishing some
criteria that our definitions should meet. Up to our knowledge,
the only metrics for defining the similarity between two sets
of concepts are those defined in [1] and [9], but none of
them meets our requirements, that, instead, are met by our
stmilarity _by_m_th_root definition.

Our algorithms have been implemented using the Jena
framework (http://jena.sourceforge.net), and can be
downloaded from http://www.disi.unige.it/person/
MascardiV/Software/SoftwarePaoloLombardi.html.
The main direction of our work consists of integrating our
implemented metrics into the P2P system described in [8], that
is being developed using JXTA (http://www.jxta.org).
Since both Jena and JXTA are based on Java, the integration
should be easy to implement.
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Although this system was born as a pure P2P system, we
can easily see it as a MAS. In fact, peers are autonomous (they
actively push their expertise to the other peers in the system,
as discussed below), reactive (they react to incoming requests),
proactive (they have a long term goal of retrieving as many
relevant documents as possible), and social (communication
is asynchronous and uses a structured, XML-based commu-
nication language). Finally, peers are aware of the features,
the topology and the inhabitants of the P2P system where
they live, so they are in some sense situated in they software
environment. Since peers respect the well-known definition of
agent given in [12], in the following we will use the term
agent instead of the term peer.

In the system under consideration, agents may register to
one or more thematic groups. Relevant information retrieval
is achieved through the use of a thematic global ontology
(T'GO) for each theme dealt with by the system; the TGO
associates a semantics with the resources to be shared within
the thematic group. All the agents that register to a thematic
group share the TGO of the group. Each arc between two
concepts belonging to the TGO is weighted with a value in
[0, 1] that represents the similarity between the two concepts.
Each agent A is characterised by a set of concepts of interest
Col 4 such that Col4 C V, where V are the concepts in the
TGO. Agents actively and autonomously push their expertises
by sending advertisements, containing the concepts of the
TGO that better describe the resources they share, so each
agent A is also characterised by the sets of advertised concepts
that it pushes towards the system, Advg,,, for i € 1,..,n such
that AdUAi cV.

In order to allow an agent A to understand if an agent
B sending an advertisement Adv B> shares resources
that may be of interest for A, the similarity between
Advp, and Coly wrt. the TGO should be evaluated.
By integrating our stmilarity_by-nth_root algorithm
in the system, we would allow agent A to evaluate
similarity_by nth_root(TGO,Col 4, Advp,, lower_bound)
thus obtaining the required similarity.
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Abstract—In this paper we propose a new method, called an XPath expression and encodes its meaning in a logical lan-
SEMQUERY, for q_uerying. information sources whose data are guageLl_ This encoding, which in BMQUERY is performed
organized according to different schemata. The method is tsed fully automatically, makes explicit the meaning of an XPath

on the idea of semantic elicitationnamely a process which takes o f hich i lativelv) ind dent f
in input the structural part of a query (e.g. the XPath part of an expression in a form which is (relatively) independent from

XQuery) and returns an expression in a logical language whic  its original syntactic form, and ideally is logically eqalent
represent the meaning of the query in a form which ideally is to any other semantically equivalent XPath expression. To
independent from its original syntactic formulation. Since the gchieve this result, we assume that the names of elements
same process of elicitation can be performed on any path of g attributes in a schema are meaningful noun phrases of
schemata used to organize data, the decision on whether theis . .
any logical relation between a query and a path in the schema some natural_ Ian_guage_(e.g. E_ngllsh). As we argugd n [11,
is made via logical reasoning. this assumption is crucial, as it allows us to exploit lekica
and domain knowledge to construct a deep interpretation of
XPath expressions.
I. INTRODUCTION Semantic elicitation can be applied both to XPath expres-
sions occurring in a query and to XPath expressions which
The distribution of knowledge across a large number @lescribe a path in a XMLSchema. Therefore, the way a query
different and autonomous providers raises the problem-of ggis processed against a schema is the following: the meaning
trieving information from semantically heterogeneousrses. of the XPath part of the query is elicited, the meaning of
A crucial issue is how to allow users to query heterogeneogach path in the schema is elicited as well, and then the
information sources without assuming that they know theifecision on whether there is any logical relation between
conceptual structure. The problem, of course, is not new.thie queryq and a path in the schema is made via logical
has been studied for a long time in the database communityrémsoning (in the paper, we check for concept equivalence
the form of querying distributed and heterogeneous daésbasr subsumption, but of course this is only a special case).
(e.g. [3]). However, the proposed solutions either canrot s we shall show, BMQUERY can be implemented quite
straightforwardly extended to other domains (e.g. queyirfficiently, as the semantic elicitation of a schema’s patrs
document repositories based on a classification schema,berperformed at design time and stored with the schema (this
according to a hierarchy of web directories), or are basef@riched version of a schema is what we cattcmtexj. At
on assumptions which limit their applicability (e.g. assngn execution time, we only need to elicit the meaning of the
that mappings across schemata are available from the. stajtjery and match it against the concepts (already) available
In this paper, we propose a new approach, which builds anschema.
our experience in the Semantic Web, but can be generalized'he structure of the paper is as follows: Section Il defines
to any information source which is structured according e problem, and Section Il describes our methodmS
some explicit schema, such as databases, product andeser@igery, for solving the problem. Finally, Section IV provides
catalogs, document directories (e.g. web directories @mcke a detailed description of the semantic elicitation phase.
engines like Google or Yahoo), file systems (e.g. in peer-to-
peer file sharing applications). As a concrete example, and
without any loss of generality, we will discuss the problem,
and present our results, using XMLSchema [8], [9] as a syntaxiMagine that we have two schemata and o, such as

for Schemata’ and XQuery [10] as a query |anguage (md':pse depicted in Figure 1, and suppose they are used to
precisely, the XPath [7] fragment of an XQuery). structure two multimedia document repositories. Consilder

The main contribution of the paper is a method, callgg@ths which lead to the nodANDSCAPES in the schema on
SEMQUERY, which, given a query containing an XPath exthe 1eft hand side and to the nod@EG in schema on the
pressiong and a collection of XMLSchema specificatioRs right hand side. Despite their syntactical differenceythbeem

computes the set afemantically equivalentewritings of
P y €d 9 q 1In this paper we use Description Logic, as we deal mostly withcepts

with respect to ef’mhf. 6 E SEMQU_ERY is based on the and attributes. However, in previous work on semantic doatibn, a much
concept ofsemantic elicitationwhich is a process that takessimpler encoding in propositional logic was used [1].

Il. THE PROBLEM
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IMAGES [format = JPEG] EUROPE the schema_ta which are used to prganize i_nformation sources
have meaningful labels As we discussed in [1], there are
l \ two reasons for making this hypothesis in a framework in
ITALY TUSCANY GREAT which semantic relations between schema elements are to be
l BRITAIN discovered and exploited in a principled way:
TUSCANY SiCILY PICTURES i 1) Firstly, if we didn’t assume that labels were meaningful,
COUNTRIES there would be no reason to say, for example, that there
i i AND CITIES is a relation betweerIMAGES and PICTURES. Indeed,
LANDSCAPES LANDSCAPES as mere strings, there is no similarity, and synonymy
is definitely a semantic relation between meaningful
GIF SpEG words. Conversely, we don't want to conclude thac

an DOG are more similar tharbIG and EXCAVATION,
though the first two are syntactically much more similar
than the others. We stress this issue, as many approaches
to semantic interoperability, e.g. those based on graph
matching, use thesauri or other type of lexical informa-
tion in a way which is sound only if one makes the
assumption of meaningfulness;

The second, more important observation, is that if we
ignore the meaning of lablels, we will not be able to
discover relations between paths in schemata that depend
only on the meanings of these labels. For example,
consider the two pairs of isomorphic schemata in Fig-
ure 2. Intuitively, the relation between the two pairs of

Fig. 1. Two simple schemata

to have the same meaning, something likeges of Tuscan
landscapes in JPEG formaFor classification schemata, the
intuition behind the notion of “having the same meaning” is ,
that a human user would classify the same documents under
the two nodes. However, XPath expressions refer directly to
the syntactical features of schemata; as a result, there is n
single XPath expression that can be used in a query to refer to
the two semantically equivalent nodeNDSCAPES and JPEG,

and therefore to retrieve the associated documents.
We therefore need a way of recognizing that the two XPath . MAGES MAGES MAGES
expressions

TUSCANY ITALY TUSCANY ITALY

/IMAGES[format = 'JPEG’]/ITALY/TUSCANY/LANDSCAPES (1)

BEACH MOUNTAIN BEACH MOUNTAIN LUCCA FLORENCE LUCCA  FLORENCE

an d less general than “equivaient to

//IMAGES[about = 'Tuscany’]/LANDSCAPES/JPEG 2

. . . Fig. 2. Relations across schemata with meaningful labels
are semantically equivalent, regardless of their concrete

syntactic form, and therefore that an XQuery expression
containing the first path should allow us to retrieve not only

i ) . equivalence on the right hand side, even though the two
documents from the corresponding path in the first schema, : : o

. schemata are isomorphic. The explanation is that we use
but also document from the path in the second schema.

In addition, one might want to recognize that, for example, ~ What we know about the concepts corresponding to the
a query containing the XPath expression labels, in order to decide what a node really means.
/IMAGES[format — ’JPEG’]/ITALY/FLORENCE/LANDSCAPES Closely related to the meaningfulness hypothesis is tm;_ ide
hat SMQUERY should use knowledge about labels to im-
Fove the quality of its results. Indeed, only domain knalge
L can allow us to realize that the concept of ‘images of Flogénc
/TMAGES[format ='JPEG']/ITALY/TUSCANY/LANDSCAPES is less general than the concept of ‘images of Tuscany’, no

even though in this case the relation would not be semanfitatter how the two concepts are expressed syntactically. Th

equivalence, but rather subsumption (after all, JPEG mistu @92 is crucial to discover semantic relations acrossspath
of landscapes of Florence are a special case of JPEG pict)#Béch do not depend only on what is explicitly said, but also
of landscapes of Tuscany). on what we know about the corresponding concepts.

To sum up, the examples show that syntactically different W& Now tum to a general description of our method. Aet
XPath expressions may be used to refer semantically be the set of noun phrases that can be built in English from

equivalentconcepts. The problem we address is to define &nSetA of English words, and\" the set of all finite XPath
automated method farsking and answering queries semanti€XPressions using only elements dfas tags, the child and
cally, namely to ask queries which are (relatively) independefigScendant axes, and the wild card™is the set of terms that

from their SyntaCtiC form, and to answer a semantic query by2More precisely, we assume that they would be interpreted aanm

looking for semantic relations between concepts. ingful by humans via some simple manipulation; for exampédels like
ProgrammingLanguages, Programming _Languages Ol €ven ProglLang

would be easily recognized as meaningful — and basicallyvelgmt — by

[1l. SEMQUERY: A SHORT DESCRIPTION humans on the web site of, say, a Computer Science Departinethie rest

. . . . of,the paper, we will pretend that labels are English nouagbs, but in many

SEMQUERY is a method for aSk'ng semantic queries baS(?Qal applications it may be necessary to go through a nazatah phase in

on what we call themeaningfulness hypothesisamely that which labels are transformed into correct English words modn phrases.

nodes is different, subsumption on the left hand side and

can be also a valuable answer for a query containing t
expression
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can be built in a Description Logic language likeCC® from and letz andy be the witnesses of andY respectively. Then

a setT of primitive terms and a seR of primitive roles, and )

O is a (possibly empty) set of axioms defined oderThe z<y iff OFY(z)CY(y)

process of semantic elicitation can be viewed as a functi

T : A* — C which takes as input an element &f and

returns a (complex) term i@ which expresses its meaning.
How to compute this function is a crucial issue of our wor

and this will be discussed in Section IV. For now, suppo
that Y is defined. We can then divide the skt of all the path occurring in at least one schemalinThen P’ is the

p035|ble_ XPath expressions m_to sets_ of semant_lcally atpriv set ofsemantically related answefsr p if it is the maximal
expressions, namely expressions with an equivalent MEaniD et of P such that. for ally € P', one of the following

Formally: - :
Definition 1 (Equivalence class)et p and p' be two conditions hold:

XPath expressions from*, T the semantic elicitation func- 1) J(») < J(q) (semantically less general answer)
tion, and letZ = (C, ) be a T-Box containing terminological 2) J(¢) < J(p) (semantically more general answer)
axioms. We say that andp’ belong to the same equivalence In most real applications, only less general answers are

N can then define the set of all the semantically related
answers as follows:
Definition 3 (Semantically related answerlet p an
Path expression occurring in a quely,a set of schemata,
Hhd P C A* the set of all XPath expressions which denote a

class|A*|(y,z) of A* with respect toY and L iff: likely to be used; however, we cannot exclude that in some
’ , situations one might be interested in broadening the scépe o
OFE (X =71()) a search and look for concepts that are more general than the

We write 7 (p) to denote the equivalence class containgng initial one.

We can now define the set afemantically equivalent
rewritings of a query over a collection of schemata. Intuitively, IV. SEMANTIC ELICITATION
given an XPath expressiop and a set of schemafd, the L _ L
problem of answering queries semantically can be defined ad* crucial issue for our approach is the definition of a
the problem of determining the s@ of XPath expressions reasonable implementation of the semantic elicitatiorcfion

occurring inT" which belong to the same equivalence class g In this section we pf‘?‘“de an algont_hm which approximates
p. Formally: T under the assumptions of meaningfulness. The current

Definition 2 (Semantically equivalent answetb)et p be an Version 1s ,adaPt_ed .from [6]. )
XPath expression occurring in a quefy,a set of schemata, Semantic elicitation is not just a (whatever complex) syn-
andP C A* the set of all the XPath expressions which denof@Ctic rephrasing an XPath expression into an expression of
a path occurring in at least one schem®&iThenP” is the set S0Me formal language. To explain what we mean, consider
of semantically equivalent answefsr p if it is the maximal the two following XPath expressions:
subset ofP such that

for all g € P', J(q) = J(p) IMAGES/JPEG/TUSCANY (3)
A weaker, but still useful, notion of semantic answer IMAGES/ITALY/TUSCANY (4)
can be defined as follows. Suppose that a query containing
the XPath expressioryIMAGES/JPEG/ITALY/LANDSCAPES Intuitively, the two XPath expressions could be translated
is performed over the structure on the left in Figure 1he two DL terms respectively:
Intuitively, the associated concept, ‘JPEG images of
Italian landscape’, is subsumed by the concept ‘JPEG
images of Tuscany’s landscape’ corresponding to the path Mmage M3format.JPEG M 3about.Tuscany ®)
/IMAGES[format = 'JPEG']/ITALY/TUSCANY/LANDSCAPE. Image M Jabout.(Tuscany M dpartOf.Italy) (6)

Therefore, the corresponding XPath expression is not

semantically equivalent to the query, but can be considerdgereimage is the concept of “a visual representation of an
as asemantically less generahswer. object or scene or person or abstrqctlon produced on a sﬁ.rfac
Formally, let< be a partial order over the s@t*| (o) W.r.L _(from WordNet2._O, sense _1.)PEG_ is a format for electronic
T and0, let X andY’ be two equivalence classes|itr| . o). mages,jl'uscaryy is the Italllan region, and so on and so forth.
Despite their isomorphic syntactical structure, the XPath
3The choice of the logical language depends on what kind oftstres expressions (3) and (4) do no have an isomorphic semantic
one is quefyiggi :)”ndeefﬁirn it’SiSE‘tI(I)Veurgrwgnhti(éresa?ghitch;tc}llvaeattijt?r?ha;((';?)trr:e structure. Indeed, in (3), the second and the third elements
teri(i%esiss?gs(’query a servige descqriptign. Indeed, it is weid}\klﬁ that the JPEG and TUSCANY are modifiers of the elemeriMAGES,
sub-element relation in XML does not have any pre-definedningaand while in (4) the first elementIMAGES, is modified by the

can be used to organize concepts in a taxonomy, objects imtanpany, or  third element, TUSCANY, which is in turn modified by the

even to decompose actions in a service description. A mefinodemantic d el Th h f f l
elicitation must take into account this pragmatic aspaut, ghoose the most second elemengTALY. us, the process of semantic elic-

appropriate language for each case. In the situation weriesbelow, we itation should be a process of deep interpretation of an iXPat
are interested in querying classifications, where each wod@sponds to a expression, as a human being would do. [2] argues that such
(complex) concept (e.g. ‘photos of my holidays in Italy’ndatherefore we a deep interoretation must take into account two aeneralskin
will adopt the languagedLC ; however, no DL logic language would not do p p g

for a service description. of knowledge:
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« Lexical knowledge: it allows us to determine the (setbe denoted by the words, with respect to the lexiodn
of) concept(s) possibly denoted by a lenfiméor ex- For example, our lexicon provides 7 concepts for the lemma
ample, the fact that the lemma ‘image’ can mean ‘@nage’, 7 for ‘about’, 1 for ‘Tuscany’, 4 for ‘landscape’
visual representation’ and ‘a standard or typical exampleénd 1 for ‘JPEG’. As a result, the space of the possible
Conversely, it can be used to recognize that two differeimterpretations for the elements of example (2) is:
lemmas may refer to the same concept; for example, [7i(Tmaces) [ Ti(LARDSCAPE) | T3(3PEG) |
the words ‘image’ and ‘picture’ can both denote the images#1 1 Jaboutél.Tuscany#1 | Landscape#l | JPEGHL
concept of a visual representation, and therefore — under :
this interpretation — they are to be taken as synonyms.
Formally, letm be the set of lemmas that can be denoted
by words occurring inA. A lexicon £ : m — 27VE is a
function that associates each lemma to a set of primitive2) Semantic Enrichmente now look for semantic rela-
concepts or roles belonging to the signature of the T-Bdiens that hold between the concepts defined in the previous
L. In the current version we shall usmage#n for the step. This is done by accessing the ontological knowlefige
n-th concept that can be denoted by the lemma ‘Imagérsing theR function. In particular, we search for the relations

« Ontological/World knowledge: this type of knowledge that hold between two different kinds of elements:
concerns relations between primitive concepts. For ex-« Attribute Roles: ConsiderIMAGES[about = 'Tuscany’]

Images#1 M Jabout#2. Tuscany#1

Landscape#4

Images#7 M Jabout#7.Tuscany#1

ample, the fact that there is RartOf relation between in our example. In the previous step, we built the
the concepttaly#1 (‘a republic in southern Europe’) and set [i(IMAGES) of all the possible interpretations for
the concepfluscany#1 (‘a region in central Italy’). We this node. We now use the ontology to determine
formally define the ontological knowleddg® to be a set if it explicitly supportsone or more of these pos-
of axioms of the T-BoxL. In the this paper we will sible interpretations. For example, we discover that
assume that we have a “black box” functi@n: T'xT — R(Image#2, Tuscany#1) = about#1, i.e., that the first

R which takes as input two concepts and returns a role interpretation is supported by the ontology.
which holds between them. For further details, see [6]. « Structural roles: Here, we search for semantic relations

consists of single words in EnglishFurthermore, we shall In our example the relatioR(Image#2, JPEG#1) =
use WORDNET® as our sourceé of lexical knowledge; finally, format#1 holds.

the termsT and the rolesR of the signatureS will be Table | shows the semantic relations that hold between the
interpreted as WRDNET synsets;R contains two predefined terms in our example.
roles, IsA and PartOf; the set of concept§ is the set of

all the allowed expression built using the signatSrefinally, ; §'[’;2‘3iﬁiglﬁc?ﬁfiﬁﬁn
the ontological knowledge) contains thelsA and PartOf 3 (|mages#2,JPiEG#1,forr”ﬂat#l)
relations defined over WRDNET, and possibly other relations 4 | (Image#2, Landscape#3, about#1)
from some domain ontology. To make the presentation clearer TABLE |

we show how the process works with a running example over SET OF RELATIONS

the X-Path (2). The process of semantic elicitation is $pli
four main steps:

1) Local Interpretation: In the first phase, we try to build 3) Semantic Filtering: This step filters out the concepts
the space of all possible interpretations for each eleménté)nd relations which do not seem to be the right ones for

the query. Each element consists of a label and (possibly}h% XPath expression under analysis. Such a filtering applie

set (.)f. attributes. W_e interpret an attribute as an ObleCtk’”h'the following rules to every concept extracted in the presio
gualifies the meaning expressed by the label. Formally, \%ﬂase'

interpret a node by the expression

« Weak rule: A conceptc associated to a word occurring

label 11 JattName, -filler; 1. .. 1 JattName,, filler,, in an XPath tagn can be removed it is not involved

in any relation, and there is some other concépthat
In particular, the attribute name is interpreted as a rotethr is also associated t@ in n, which is involved in some

attribute filler as a range. We obtain the space of all possibl  relations.

interpretations of a node by replacing the words that occur, Strong rule: A conceptc associated to a word oc-

in the pattern elements by all concept that could possibly curring in an XPath tag: can be removed it is not
involved in anylsA or PartOf relation and there is some

4We assume that we are able to determine the lemma of each weudiog another concem’ associated ta in n which is involved
in a label through some standard lemmatizer. in somelsA or PartOf relation

5For the case whem contains complex noun phrases, and for further ) )
discussion, see [6]. An example of the use first rule is as follows. In Table |

SWoRDNET [4], a well-known Lexical/Ontological repository which o we see thatmage#Z occurs in relations 1-4 Whilbmage#l
tains the set of concepts possibly denoted by a word (calfedess, i.e. set ’

of synonyms), and a set of relations (essentially &% and PartOf) that f'ind Image#3 M Images#7 d.0 not occur in any relation. It
holding between senses is therefore likely that the “right” concept expressed bg th
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lemma ‘Image’ in this context is the second one, and the otherAt this time is quite simple to build thglobal meaningof
concepts can be discarded. The second rule is strongerthes X-Path: indeed we need just to substitute the node labels
here a concept can be discarded even if it is involved in somith the local meanings provided by functidn/ (). Going
relation. The idea is that we consideA andPartOf relations on with our example, the global meaning for the X-Path (2)
be stronger than the other ones, and give priority to these ois the following Description Logic term:
others. For example, consider relations 2 and 4. Because the
is a I;A relationship b_etweenandscape#l and Images#2 Landscape#1 M Images#1 1 Jabout#1. Tuscany#1 @
(relation 2), we can discard the concé@indscape#3 even M3format#l.JPEGH#1
though this concept occur in about#1 relation (relation 4).

The goal of this step is to reduce the space of possible
interpretations of a node, by discarding some conceptshwhic 5) Dealing with special symbolsThe XPath symbols
are unlikely to be relevant. In our example, we would obtaiand // do not have an explicit semantic counterpart in some

the following terms. concept inC. The first is a wild card, which can be replace
[ T3(THAGES) [ Ti(LARDSCAPE) | Ti(3PEG) | by any tag; the second allows us to find elements at any depth
[(Tmages#2 1 Jabout#1. Tuscany#1 | Landscape#l | JPEGHL | in an XML document. Here we propose a simple treatment of

Hﬂese two special symbols inE®QUERY.

Note that if more than one concept satisfies our conditidhs, X i )
of them are retained (ambiguity partially solved). Furthere, From Section IV—..4 re;ults that we .essen_tlal_ly combine each
flement as a conjunctiortT). Following this idea, we can

if the concepts associated to a word are not involved in a §F : A
relation, no filtering is done (ambiguity is not solved). Th@&'9ue that each element of an XPath is a specification of

same filtering process is then applied to the set of relatiofi@® Meaning of Ithe otlhers elements. Consider the element
i.e., we discard all relations involving discarded conseps 1MAGES[about = Italy’]. Its intuitive meaning is ‘Images

these ones refer to concepts that no longer exist. Tablewsh 200ut Italy’. The further elemenLANDSCAPE reduces its
the current set of relations. meaning to the ‘Images about Italy that are Landscapes’, so

as the last elementPEG reduces the meaning to the set of

1 | {Image#1, Tuscany#1, about#1) ‘Images about Italy with JPEG format that are Landscapes’.
2 | (Landscape#1, Image#1, IsA) Following this intuition, we can interpret a sign asas one
3 | (Images#1, JPEG#1, format#1) potential element that reduces the meaning of the XPath, and
TABLE Il the sign// as a possibly empty set of potential elements that
SET OF FILTERED RELATIONS reduce the meaning of the XPath.

So, instead of introducing some redundant place-holder for
that symbols, we prefer to play on the class of equivalence

4) Constructing the representation of the semantitée which an XPath where such symbols occur belong to, "
' . : : Let ¢ be an XPath where the sigrn(//) occurs. Let” C A
final step is to construct the logical representation of tfbe
. . . e the set of all the XPaths allowed Wysuch that the symbol
semantics of the query. This is done in two steps. A ) ) - :
. . % (//) in g is substituted with some element (a finite, possibly
First, we construct théocal meaningof an element of the Ry
. . o mpty, sequence of elements)/fofLet g* (¢//) be the XPath
guery, namely its meaning considering only the label and the P . o .
i . ; resulting by removing (substituting with) elementx (//)
attributes. We define thé& M (n), the local meaning of an :
. . .. fromgq. For eachy € Y, if
elementn, as the disjunctionL() of all terms occurring in
li(n), the space c_>f all the possible interpretations. O E Y(y) CY(qg") (O =Y(y) T Y())
We then combine the local meanings to obtain ghebal
meaningof a node. First of introducing the method, we wartheng® = y¢, namelyq belongs to all the equivalence classes
to make the following observation. Consider Table II: itarss of equivalence to whom belongs the XPathsAih such that
tially says that there is a relatidsA between the (concepts(i) they are generated by substituting(//) in ¢ with an
belonging to the interpretations of the) nodE&NDSCAPE and element (a set of elements) d&f and (ii) their meanings are
the (concepts belonging to the interpretations of the) nodespecification of the meaning gf Multiple occurrence ok
IMAGES, and that there is a relatioformat#1 between the (//) can be defined recursively in the same way.
(concepts belonging to the interpretations of the) nOdeGES 6) Concluding examplefollowing this approach, we can
and the (concepts belonging to the interpretations of tbepn state that the class of equivalence where the XPath of exeampl
JPEG. In short, we have the following set of relations betwee®, namely//IMAGES[about = 'Tuscany'|/LANDSCAPE/JPEG,
nodes: LANDSCAPE —2 IMAGES %' JPEG. Essentially, belongs to is the same of the class of equivalence where
axioms can be interpreted as edges relating nodes. Suah cltla¢ XPath /IMAGES[about = 'Tuscany’]/LANDSCAPE/JPEG

of relations can be rephrased with the following pattern  belongs to.
Now consider the XPath expression

LANDSCAPE I IMAGES M Jformat#1.JPEG L
IMAGES[format = /JPEG']/ITALY/TUSCANY/LANDSCAPES

“Ambiguity can arise in the axioms. As an example, two elemean be . . .
modifiers of each. See [6] for a set of heuristics for solvinogne ambiguity from left hand schema of Figure 1. Running the semantic

problems. elicitation process, we obtain the following DL term:
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Second, we want to test the approach on real cases, and

Images#1 1 Jabout#1.(Tuscany#1 M JpartOf#l.ltaly#1) (8) see how it perform; f_rom a user's point of V'eWE however,
MLandscape#1 M Sformat#1.JPEGH#L we must say th_at similar tests have peen done in our work

on the Semantic Web (see e.g. [5]) in the domain of web

directories and e-commerce catalogs, and the results wéee g
Imagine then to have an ontolody which contains the axiom promising.
Tuscany#1 C JpartOf.ltaly#1 (such an axiom can be found,
as an example, in WRDNET), then we can say that REEERENCES

O |: (7) = (8) [1] P. Bouquet, L. Serafini, and S. Zanobini. Semantic cowtibn: a new
approach and an application. In K. Sycara, edi&econd International
so they belong to the same class of equivalence. Semantic Web Conference (ISWC;03)cture Notes in Computer Science

sl (LNCS), Sanibel Island (Florida, USA), October 2003.
From Definition 2 we can conclude that the XPaﬂ[E] P. Bouquet, L. Serafini, and S. Zanobini. Semantic cowtibn: a

IMAGES[format = 'JPEG']/ITALY/TUSCANY /LANDSCAPES of new approach and an application. In D. Fensel, K. P. Sycard, a
left schema of Figure lisa semantica”y equiva|ent ansaer f J. Mylopoulos, editorsThe Semantic Web — 2nd international semantic
1 ! web conference (ISWC 2003plume 2870 ot NCS Sanibel Island, Fla.,
the query//IMAGES[about = 'Tuscany']/LANDSCAPE/JPEG. USA, 20-23 October 2003,
[3] A. Elmagarmid, M. Rusinkiewicz, and A. Sheth, editoManagement of
V. CONCLUSIONS Heterogeneous and Autonomous Database Syst®tosgan Kaufmann,
1999.

The main idea of the paper is that querying heterogenedis Christiane Fellbaum, editonWordNet: An Electronic Lexical Database
information sources requires to abstract from the syruac[i The MIT Press, Cambridge, US, 1998.

f £l | sch d lift th . lavel B. M. Magnini, L. Serafini, A. Dona, L. Gatti, C. Girardi, and
orm of local schemata and liit the representation to a leve M. Speranza. Large-scale evaluation of context matchingchfical

which only semantic differences are preserved. This is what Report 0301-07, ITC-IRST, Trento, Italy, 2003. _ _
we called semantic elicitation. Here we proposed a genei%il S. Sceffer, L. Serafini, and S. Zanobini. Semantic cowtion of hierar-

hod f . h f . . I dchical classifications with attributes. Technical Repdi6,7Department
method for processing these type of semantic queries called o |hformatics and Telecommunications, University of TerDecember

SEMQUERY, and described a technique for semantic elicitation 2004. http://eprints.biblio.unitn.it/archive/0000@70
derived from our experience on the problem of semanti@ W3C. XML Path Language  (XPath).

. e . http://ww. w3. or g/ TR/ xpat h, November 1999.
interoperability in the Semantic Web. [8] w3cC. XML Schema Part 1: Structures Second Edition.

We are perfectly aware that this is only a starting point. http://ww. w3. or g/ TR xni schema- 1/ , October 2004.

Future work will explore the following directions. First,ew [¥1 W3C. XML = Schema Part 2: Datatypes Second Edition.

. . http://ww.w3. org/ TR/ xm schema- 2/, October 2004.
will extend the approach to other kinds of data sources (ejgy wspc_ XQue?y 10: An XML Query Language.

relational databases) and other query languages (e.g..SQL) http://ww. w3. or g/ TR/ xquer y/ , October 2004.
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Abstract— This paper describes the FIPA-ACL semantics sup-
port provided by eXAT, an Erlang-based FIPA-compliant agent
platform, developed by the authors, which uses the Erlang
language to offer a complete environment for the realization
of the behavioral, intelligent and social parts of an agent.
eXAT agents can thus exploit a FSM-based abstraction for the
behavioral part and an Erlang-based rule processing engine
(with its own knowledge base) for the implementation of agent’s
reasoning process. In this architecture, a SL Semantics Layer
is introduced to support FIPA-ACL semantics; such a module is
activated during messaging and is able to automatically check and
perform the feasibility precondition and rational effect relevant
to the communicative act sent or received. This is performed
by manipulating the knowledge base of the inference engines
of the sender/receiver agent, by checking for the presence of
suitable facts and/or asserting other facts, according to FIPA-
ACL semantics specification. ACL semantics handling is also
enriched with a reasoning module, charged with the task of
providing an “higher-level” messaging, based on agent actions—
rather than messages—that, after a semantics-aware reasoning
process, are transformed into communicative acts.

Keywords— Interaction Semantics, FIPA-ACL, Ontologies, Agent

Programming Platform, eXAT, Erlang

I. INTRODUCTION

To date, FIPA specification [26] is the most widely used and
referenced standard for the development of software agents
in both academic/research institutions and industries. Even if
there are few projects [30] that use different ad-hoc agent
architectures and models, FIPA is recognized as the leading
reference architecture for open and interoperable multi-agent
systems.

On this basis, some Java-based FIPA-compliant platforms
have been developed [9], [1], [7], and, among them, JADE [9]
can be now considered “the FIPA platform”, as it is the most
widely used in agent-based projects. All of these platforms
take care of only some aspects of FIPA specification, as they
provide a support for agent management, directory service,
ACL interaction, ontology specification and encoding, agent
behavior programming. But all of them fail to take into account
“agent intelligence”: As a consequence, one of the main contri-
bution of FIPA, which is the FIPA-ACL semantics [24], cannot
be supported®. As we argued many times [17], [18], [19],

IWe consider FIPA-ACL semantics specification very important because
we argue that, without taking into account “mental attitudes” (i.e. goals,
plans, beliefs, etc.), FIPA specification can be considered a standard for the
interoperability of distributed reactive entities that could not necessarily be
“software agents”.

this gap between agent nature, FIPA specification and FIPA-
compliant platforms is due to the fact that the Java language is
not able to offer native statements to express logic constructs,
like those needed by FIPA-SL language [25]. Neither logic
predicates nor production rules can be described in Java and, to
this aim, additional tools must be introduced [2], [28], which,
however, use a different language and, in any case, are not
able to support FIPA-ACL semantics.

The first attempt to fill such a gap is represented by the
eXAT? platform [14], [16], [15], [18], [19], which has been
developed by the authors (since 2003) with the aim of offering
an environment that takes care of the three main aspects
of agent-oriented programming: behavior, intelligence and
(semantic and syntactic) interoperability. The key feature of
eXAT that enables such an integration is the use of the Erlang
language [5], [8] for agent programming: It is a functional
language that, thanks to two main features—pattern matching
in function clause declaration and handling of symbols in
data—is very well suited for the implementation of both
(reactive) behaviors and (intelligent) production rules [18],
[13]. eXAT, designed to be FIPA-compliant, includes an
inference engine that can be tightly coupled with ACL message
exchanging, in order to support the reasoning process deriving
from the meaning of messages sent and received, according
to the semantics of FIPA-ACL. This mechanism exploits the
Erlang-native data types—atom (symbols), lists, tuples and
records—in order to represent SL sentences, handled as facts
or predicated for the knowledge base of running agents.

This paper describes the functionalities of the eXAT plat-
form from the point view of the support provided to build
semantics-aware agents. The paper focuses on the tools and
abstractions provided to write ontologies and use them not
only in agent messaging but also in rule-based inference
engines. Then the paper describes the support for FIPA-ACL
semantics dealing with the primitives and mechanisms for
semantic reasoning. A key aspect of the architecture is the use
of pluggable semantics, i.e. user-defined software modules that
can be plugged in the platform in order to implement an ad-hoc
semantic reasoning process. A comparison of the semantics
support of eXAT with other solution is also provided, showing
that, even if eXAT is still a work-in-progress?, its features seem

2erlang eXperimental Agent Tool.
3eXAT is an “experimental” platform and it has been mainly designed for
investigation purposes.
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-nodul e (reacti ve_agent ).
rue (Egine , {'child -of ', X Y}, {fede , Y}) ->
agent loop () -> eresye :assert (Bngine , {'nother -of ', Y, X});
E = wait_for_next_event 0,
act (B, rue (Egine , {'child -of ', X Y}, {mdle, Y}) ->
agent_loop (). eresye :assert (BEngine , {'father -of ', Y, X}).
act ({swtch , on}) -> % act when switch is turned on
act ({swtch , off }) -> % act when switch is turned off Fig. 2. Some Erlang function clauses expressing inference rules

act ({tenperature , X}) when X > 30 ->
% act when the temperature is greater than 30

act ({tenperature X}) wen X < 20 ->
% act when the temperature is less than 20

act (_) -> % unknown event, no action

Fig. 1. A simple pure-reactive agent in Erlang

able to provide a “semantic environment” more flexible and
complete than that of other similar proposals.

The paper is organized as follows. Section Il illustrates
the motivations behind our choice of employing the Erlang
language in writing agent systems (and thus the reasons why
we developed eXAT). Section Il gives a brief overview of
the eXAT platform. Section IV describes the support for SL
and ontology handling in eXAT. Section V deals with the
semantic framework. Section VI compares our approach with
other solutions. Section VII concludes the paper.

Il. WHY ERLANG?

Some of the main reasons that led us to choose Erlang as
a possible language for the development of agent systems,
and that in turn guided us in realizing the eXAT platform, are
discussed in [17], [19]. In those papers, the authors first derive
an abstract model of intelligent agent, based on the concepts
of finite-state machine and rule-production system, and then
introduce some properties that should be met by an agent
programming language. Here, the basic properties of agents
listed in [32]—reactivity, pro-activeness and social ability—
are instead taken into account and, starting from them, the
reasons for the use of Erlang are subsequently derived.

A. Reactivity

An agent has the basic capability of reacting to incoming
events. This includes e.g. a change of the state of the reference
environment, the arrival of a messages from the user or other
agents, the occurrence of exceptional conditions, etc. An event
can be considered featured by a type and additional data
bound to the event itself (e.g. for an incoming message, the
additional data could be the payload) and, on this basis,
suitable predicates on bound data can discriminate various
reaction cases to events of the same kind.

From the programming point of view, reacting to events
implies to provide (i) an abstraction for modeling events and
(ii) some constructs or library calls to specify the computation
to be triggered when a particular event occurs, also given that
the bound data could be subject to certain conditions. Erlang
seems particularly suitable to face such requirements for the
following reasons:

1) Erlang is a symbolic language (like Prolog or LISP),
and it is known that the use of literal symbols (atoms)
facilitates the representation of constants in data®. Struc-
tured information can be represented as tuples® and,
since they are untyped, are well-suited for heteroge-
neous data [31] and thus particularly appropriate for
event types that could be very different one another.
For example, the state of a switch can be represented
as {swtch, on} or {swtch, off }, a sensed
temperature with {tenperature, 25}, an incoming
message as {nessage, "QERY-IF, {sender,
"UserAgent”  }}, etc.

2) Erlang is a functional language and functions can have
multiple clauses, each one expressing a match on one
or more parameters; clauses can also have guards to
specify more complex matching expressions. Matching
on function definition can be exploited to specify the
computation to execute following an incoming event
formed as desired: Function (clause) declaration will
specify the matching criteria relevant to a triggering
event, while function body will implement the associated
action.

The example in Figure 1 shows a practical usage of the
concepts indicated above. The listing in the Figure reports
a possible implementation of a (very simple) pure reactive
agent programmed in Erlang. Agent’s main loop (function
agent _loop , lines 3-6) waits for an incoming event and
then executes the associated action; computations tied to
events are specified by using multiple clauses of the function
act , each one specifying a different matching value for the
parameter: When the function is invoked using the event
acquired (line 5), only the matching clause is activated (if one
exists, otherwise the default clause—line 14—is chosen). As
the reader can appreciate, using symbols, structured data and
function with several clauses improve not only engineering
and implementing reactive agents, but also the readability of
the source code.

B. Pro-Activeness

Pro-activeness means the capability of an agent to develop
and execute plans, in order to achieve a specific goal. Unless
specific BDI tools are employed [6], [28], such an ability is
generally supported by means of a rule production system [3],

4A symbol (atom), in Erlang, is a string constant beginning with a lowercase
letter or any string literal enclosed in single quotes, e.g. ' My _atom .

5A tuple, in Erlang, is a comma-separated set of identifiers enclosed in
graph braces.
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[2], [4], [13], featuring a knowledge base and a set of infer-
ence rules. In this context, Erlang’s features are particularly
interesting for the following reasons:

1) Symbols and primitive types (i.e. atoms and tuples)
are well suited to represent facts of a knowledge base;
moreover the use of the same types for facts and events
(i.e. tuples) facilitates agent programming, allowing the
direct use of event data in the knowledge base.

2) Function clauses, which indeed represent predicates on
parameters that if matched activate the clause, fit well in
the representation of the precondition part of a rule; at
the same time, the function body can represent the action
part.

3) The Erlang-native pattern matching mechanism facilitates
the implementation of rule-handling algorithms, also im-
proving processing performances.

Note that despite Erlang’s capability to represent rules, the
language and run-time system do not include an engine for
rule processing, which has to be provided by an external tool®.
For this reason, the ERESYE system has been designed by the
authors [13] and it has been included in the eXAT platform.
ERESYE is an Erlang-based rule production system featuring
the same characteristics (from both the syntactic and semantic
point of view) of other well-known similar tools, such as
OPS5 [20], [21], CLIPS, Jess, etc.

The example in Figure 2 gives a sketch of Erlang function
clauses used as rules of an ERESYE inference system. In the
example, the rules shown permit to enrich the knowledge by
deriving the concepts of ’ f at her - of’ and ' nother-of”
on the basis of the knowledge of the ’chil d-of’ and
“gender” concepts.

In the eXAT platform, ERESYE is used not only to
support a (user-defined) agent’s reasoning process but also the
inference process required by ACL message semantics, as it
will be explained in Section V.

C. Social Ability

Agent-oriented engineering is based on subdividing a whole
application into a set of goals to be achieved by several
cooperating agents; thus the possibility of supporting interac-
tion among agents is a mandatory functionality of any agent
programming language or platform. The Erlang language and
its run-time system have been explicitly designed to support
communication, thus providing the programmer with a set of
smart and flexible language constructs to perform message
exchanging among (local or remote) processes. Messages that
can be exchanged are basic Erlang data types and include
atoms, tuples, strings, lists, etc., no further manipulation (e.g.
enveloping, etc.) is needed. Moreover, language constructs for
interaction do not change should a receiving process be local
or remote. As reported in [8], [18], the programming model
of applications in Erlang is based on subdividing a problem
into a set of tasks to be assigned to the same number of
concurrent processes that share nothing and interact each other

SErlang is functional, not logic.
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A Network

Y
’ MTP (HTTP) module

SL Codecs
D D ontology—specific codecs D D
ACL Interface ‘

ACL Semantics
Module

L eXAT Platform

. Agent behaviours O ERESYE engines

Fig. 3. Architecture of the eXAT Platform

only by means of message passing. The reader can appreciate
the similarity between this model and the basics of multi-
agent systems: Erlang concurrency model and interaction con-
structs seem thus perfect “as-is” to support interactions among
(Erlang-programmed) agents. The only concern is with the
exchanging protocol and data representation, which is Erlang-
proprietary and thus non-standard (even if it is documented).
An agent platform is thus needed when standard messaging,
as in FIPA, is required to favor the interoperability with
different platforms and agents written with other programming
languages.

I1l. OVERVIEW OF EXAT

Even if the eXAT platform has been already described
in [14], [15], [16], [17], [19], [18], [13], it is worthwhile to
give an overview of it, in order to help the reader in better
understanding the remaining part of the paper.

The eXAT platform has been designed with the objective
of providing an “all-in-one” environment to execute agents
and to program them in their behavioral (reactive), intelligent
(pro-active) and cooperative (social) parts, all with the same
language (Erlang).

Agent behaviors can be programmed by means of finite-
state machines (FSMs), enriched with the possibility of using
composition, i.e. serial and parallel execution of sub-FSMs,
and extension, i.e. refining some parts of an existing FSM
(according to the concept of virtual inheritance proper of the
object-oriented technology) in order to support new require-
ments.

Agent intelligence is instead programmed by means of
rule-based code, supported and executed by the ERESYE
tool (as briefly illustrated in the Section 11). An ERESYE
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(a) wine.onto
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class (wne grape ) ->
= [stri , nandat nodef aul t ; .
{ nane [string oy al I} (b) wine.hrl
class (wne ) ->
{ nane = [string , nandatory nodefault ], ) - ,
coor = [string , nandatory nodefault 1], r?(r:gr% '(}\)Nne_grape A
flavor = [string , nandatory nodefault ], '
grape = [set_of (wnegrape ), nandatory nodefault 1, ) Lo
sugar = [string , nandatory nodefault 1}; r?crgr%,( vire ’, {
class ('red -wne') -> is_a (wne), :fCIOIa\?ror,
{ coor = [string , nandatory default (red )] }; , ,
grape -,
class (‘wite -vine ') -> isa (vine), sugar " }).
{ codor = [string , nandatory default (white )] }; _record (" red-vine *,{
class (‘Cianti ') -> isa ('red -vine '), oo = red
{ sugar = [string , nandatory default (dry )] }. , . ’
fl avor
. ‘grape ',
(c) wine_agent.erl "sugar ' }).
-nodue  (wre_agent ). -record (" white -wine ', {
-include  ("wne .hrl "). %include the ontology records nane
" col ' = 'vhite ’
on starting (Slf ) -> ’?Ia\%r ) e
ont ol ogy_servi ce . regi ster_codec ("wne ", 'orape '
W ne_ont ol ogy_sl _codec ). "sugar '}).
Se”gc—l”?fi?:f’&icq“o(” &, ) - -record (" Qiati
#acl nessage  { sender = SIf ,m Vo ‘red
receiver = Dest , "F| avor '
otology = wne, "grape
content = # CQhianti ' { 'sugar ' = 'dry '})
nane = 'Barone Rcasoli )
grape = ...,
flavor = ... }
b

Fig. 4. The “wine” ontology and an excerpt of the generated include file

engine, together with its programmed rules, can be bound to
an agent of the platform in order to support agent’s inference:
The knowledge base of the engine can thus represent agent’s
mental state, while production rules support agent’s reasoning
process. ERESYE engine’s events can be bound to behaviors,
thus allowing reasoning processes to also trigger user-defined
agent actions.

Agent interaction is performed by means of the exchange
of FIPA-ACL messages; this is supported by the eXAT’s ACL
modules that include library functions to send and receive
communicative acts and codecs for user-defined ontologies.
Message exchanging is mainly connected to behavior execu-
tion in order to make possible the occurrence of a proper event
when a new message is delivered to the agent. But message
exchanging is also able to influence agent’s mental state thanks
to the support of FIPA-ACL semantics: An incoming message
is processed by the ACL semantics module and, according
to the performative name and the message content, suitable
actions are performed on the knowledge base of the ERESYE
engine bound to the receiving agent. The details of such a
process are reported in Section V.

Figure 3 reports a sketch of the architecture of the platform.

According to FIPA abstract architecture [22], the platform (at
runtime) includes also the MTP module’, as well as AMS and
Directory Facilitator agents, which provide the agent directory
and the service directory, respectively.

1V. WRITING AND USING ONTOLOGIES IN EXAT

One of the key features that allows interoperability in multi-
agent systems is to make interacting agents sharing the same
concepts in their “universe of discourse”: In other words,
they should share the same ontology. Ontology writing and
manipulation is thus a mandatory characteristic that any FIPA-
compliant agent platform has to feature, as well as modules to
translate messages, written in the SL language [25], [23], into
constructs and data types proper of the programming language
employed (and vice-versa).

In order to comply with these requirements, eXAT provides
a support for ontologies—i.e. concepts organized in classes
with hierarchies—and for their use in agent behaviors, agent
messaging and ERESYE engines. Ontologies can be written,
in a specification file, using a (more or less) standard notation;

"Current eXAT version supports only the HTTP message transport protocol.
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Y
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Ontology—specific codecs

v 4

ACL Interface
A

. . Erlang-encoded
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eXAT Platform

(a) without ACL semantics support
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Network A

Y

MTP(HTTP)

A
Y
SL Codec Layer

Ontology—specific codecs

[ ]
v 4

SL Semantics

ACL Interface -

v 4

ACL_SInterface <+

Pluggable semantics

eXAT Platform

(b) with ACL semantics support

Fig. 5. Architecture of modules for message exchanging and handling in eXAT

in the current version of eXAT, ontologies can be written
using an ad-hoc Erlang-like syntax, as Figure 4a illustrates,
while the ability to translate files written in standard notations,
such as OWL, or by means of visual tools, such as Protégé,
will be available in the next releases of the platform. Then
a suitable Ontology Compiler, provided with eXAT®, is able
to parse such ontology specification files and generate the
relevant Erlang type definitions to be used in agent source
code. Since Erlang is not object-oriented, a task of the Ontol-
ogy Compiler is also to transform the object-based ontology
specification into an Erlang-readable (non-object-based) form,
while maintaining semantics. This is performed by generating
some functions that reflect the class hierarchy.

In detail, the Ontology Compiler generates, from the ontol-
ogy specification file, the following Erlang sources:

i) An Erlang (.hrl) include file, which reports the definition
of an Erlang record for each class®, provided that the
hierarchy is “flattened” by incorporating each attribute
of a class/record into all the relevant child class/records;
therefore, creating a fact referring to an object of class
"T implies to create and Erlang record of type 'T .
Figure 4b reports an excerpt of the include file generated
from the “wine” ontology in Figure 4a.

ii) An Erlang source (.erl) file (class-hierarchy file), con-
taining information on class hierarchy, which is lost in the
include file, and encoded by means of suitable i s _a and
childof  functions. This source file also contains some
functions to perform class typecasting (up- and down-
casting).

8Also the Ontology Compiler is written in Erlang.

9An record in Erlang is like a “struct” in C, it has a name and a set of
named fields; however, according to Erlang syntax and unlike C, fields are
untyped.

iii) An Erlang source (.erl) file (parser file), containing the
parser (codec) for the translation of the concepts defined
with Erlang records from/to FIPA-SL language.

Once generated, the .hrl file can be included in the agent
source code in order to allow a programmer to directly use the
generated Erlang records in the specification of and access to
a message content. The other files, once compiled, are instead
used as libraries. Functions provided by the class-hierarchy
file can be used by ERESYE engines and/or agent’s code to
perform check or manipulation of ontology records. Functions
provided by the parser file are instead internally used by
the eXAT platform to perform automatic encoding/decoding
of message contents. To this aim, eXAT provides a function
call that agents can use to register an ontology by giving its
name and the name of the parser module (codec) generated by
the Ontology Compiler. This means that, when a message is
received through the network by the platform’s MTP module
(see Figure 5a), its SL-encoded payload is passed to the
SL codec layer: If the ontology specified in the message
is registered, the relevant ontology-specific codec is called
and the message content is automatically translated into the
relevant Erlang record(s)°. A similar process is performed
when a message has to be sent: Erlang record(s) can be directly
used in the source code and it’s up to the ontology-specific
codec to perform automatic Erlang-to-SL translation.

As an example, Figure 4c shows a piece of code
of an agent that, after startup, registers the codec for
the “wne ” ontology (function on _starting ) and, when
send _.inform _action is called, sends an “inform” speech
act containing information on a Chianti wine.

10if the ontology is not registered the content is passes as is, i.e. encoded
in a string.
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(@) SL (b) Erlang
(B #B' {
(agent -identifier identifier =
:nane  aice@AE # agent -identifier ' {
: address nane = "aice@AE ",
(set (http :// csanto .diit .unict .it:7778 acc))) addresses = ["http :// csanto .... it:7778/ acc"]
(tenperature 50 O )
foomla =
#enperat ure {value = "50 um = "C }
}
(1 #1
(agent -identifier i dentifier =
cnane  aice@AE # agent -identifier ' {
: address nane = "aice@AE ",
(set (http :// csanto .diit .unict .it:7778 acc))) addresses = ["http :// csanto .... it:7778/ acc"]
done )
( (action formla = #done {
(agent -identifier action = #action {
(purchase  conput er 500) identifier = # agent -identifier ' { .... },
) action = #purchase { item = "conputer
) price = "500 " }}
) }
}
#iota { term = #var {nane = "X"},
(iota formula = #tenperature {
e vaue = #var {nae = "X"},
(tenperature x Q) um = "C }}
Fig. 6. Correspondence between some SL constructs and the relevant constructs traslated in Erlang by eXAT

V. THE SEMANTIC FRAMEWORK OF EXAT
A. eXAT and the FIPA Semantic Language

Supporting FIPA-ACL semantics in an agent platform
means to tie the acts of sending and receiving a message
to agent’s mental state and reasoning process. In fact, the
basic principles regulating FIPA-ACL semantics are in the so-
called feasibility precondition (FP) and rational effect (RE):
For each communicative act type, FP is a predicate, on
sender’s mental state, that has to be true for the message
to be sent, while RE represents a condition, on sender’s and
receiver’s mental state, to be met when the message has been
delivered [24]. These conditions are expressed using modal
logic constructs that have their concrete representation and
implementation in the SL language. Moreover, the semantics
of many communicative acts is based on the fact that the
content field of a message is also expressed in SL or, if this
is not the case, in a language that is able to represent the SL’s
modal logic semantic constructs. SL can be thus considered
not only a simple content language but also a mandatory
building block for a concrete support of FIPA-ACL semantics.

Following the statement above, and given that eXAT allows
agents to handle message contents using Erlang types, not SL
constructs, a suitable way to represent SL logic expressions
is also needed in the platform. In this sense, eXAT handles
SL constructs using a model similar to that of ontologies:
SL sentences and operators are translated into suitable Erlang
records, where the record name is equivalent to the name of
the SL operator, while the other fields represent the arguments.
As an example, Figure 6 reports the correspondence between

some SL constructs and the relevant constructs translated
in Erlang records; in particular the Figure shows the “B”
(believes) and “I ” (intends) modal operators, and the “.” (iota)
referential operator. This means that, in encoding/decoding
a message content (see Figure 5a), SL-specific constructs
and operators are first taken into account by the SL Codec
Layer; then all other non-SL-specific constructs that appear in
the message are passed to the ontology-specific codec, thus
building the final message in the proper representation. Note
that the use of Erlang records to represent SL constructs is
not a case, since such types can be directly used in ERESYE
engines; this means that not only message contents but also
SL constructs can take concrete part to the agent’s reasoning
process.

B. Architecture and Functionality

FIPA-ACL semantics is supported, in eXAT, by means
of several modules that connect the incoming and outgoing
messages to the “agent’s mind”, i.e. the ERESYE engine
representing agent’s mental state. With reference to Figure 5b,
which reports the architecture of eXAT with ACL semantics
support, such modules are ACL Interface, SL Semantic Layer
and ACL.S Interface. The first two are the main modules
responsible for handling the basic FIPA-ACL semantics, while
the third module, ACL_S Interface, is charged with the task
of providing an “higher-level” messaging, based on agent
actions—rather than messages—that, after a semantics-aware
reasoning process, are then transformed into communicative
acts (this functionality is detailed in Section V-C).
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In order to use the semantic support, an agent has to activate
it; this is performed by means of a suitable function, to be
called in the agent’s body, that also associates an ERESYE
engine to the agent, to be used as “agent’s mind”. After that, as
Figure 5b depicts, each incoming (resp. outgoing) message is
processed by the SL Semantic Layer before being delivered to
the agent (resp. sent through the network). On the basis of the
message’s direction (incoming or outgoing), the SL Semantic
Layer performs the following tasks:

a. Outgoing messages. Before sending a message, the SL

Semantic Layer checks for its feasibility precondition,
according to the communicative act being issued. Since
FP is based on SL modal logic predicates, this opera-
tion is performed by checking that the relevant Erlang-
translated SL expressions are asserted (i.e. present)—or not
asserted—in the knowledge base of the ERESYE engine
representing the sender agent’s mental state. For example,
for a “confirm” communicative act whose content is X, the
FP is B;X A B;U; X!, thus the task of the SL Semantic
Layer is to verify that facts “X” and “# U {identifier
=j, formla = X}” are present in ¢’s mind.
When the message has been successfully sent, the SL
Semantic Layer performs the rational effect for the
sender agent, that is, it asserts the facts that reflect,
in sender agent’s mental state, the communicative act
semantics following message forwarding. For “confirm”,
for example, the SL Semantic Layer will assert the
fact “# B {identifier =j, fomla = X}” in
1’s mind. Appropriate internal rules are also implemented to
avoid consistency problems in the presence of contradictory
facts; as instance, the assertion of both B;X and U; X
results in a contradiction, so an internal rule is used to
remove (in this case) the latter fact, leaving the former
asserted.

b. Incoming messages. When a message is received in a
platform, before forwarding it to the destination agent, the
SL Semantic Layer is charged with the task of asserting the
FP and performing the RE (for the receiver agent'?), that is
(once again) to assert the proper facts, in the agent’s mind,
according to the communicative act and message context.
For a *“confirm” communicative act with content X, for
example, the RE will be the assertion of X in receiver
agent’s mind.

The internal architecture of the SL Semantic Layer is
organized in a way as to provide a great flexibility in semantics
handling, allowing a programmer to define and implement its
own semantic support. Such a functionality is achieved by
means of pluggable semantics module, i.e. Erlang modules®?
that can be plugged-in at run-time in order to support user-
defined semantics. In fact, it should be noted that, even if

11The formula means that “i believes X and it believes that j is uncertain
about X", where ¢ is the sender and j is the receiver.

12These operations are performed only if the receiver agent has enabled the
support for ACL semantics.

13A “module’ in Erlang is a set of functions belonging to the same source
file.
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FIPA-ACL semantics is a FIPA-approved standard, it has
been often criticized* and alternative proposals have been
provided [12]; therefore the possibility of employing user-
defined semantics is, in the authors’ opinion, a very important
characteristics that any semantics-aware agent platform should
feature.

In eXAT, plugging-in operation is performed at the agent
level, using the same function call that enables ACL semantics
for an agent; this function, called agent:set rationa |,
takes two arguments: (i) the name of the ERESYE en-
gine representing agent’s mind and (ii) the name of the
Erlang module implementing the code for semantic sup-
port (in particular, for FIPA-ACL standard, the module is
“fipa _std _senantics 7).

In order to be plugged-in, semantics modules must export
two functions: is feasible andrational _effect .The
former is called by the SL Semantic Layer before sending
the message, by passing, together with the message to be
sent, the (identifier of the) sender agent and the (identifier
of the) ERESYE engine representing sender agent’s mind.
Multiple clauses of this function can be used to discriminate
the action to be taken on the basis of the different com-
municative act carried by the message. The latter function—
rational _effect —is instead called when the message is
sent (from sender’s side) and received (from receiver’s side).
The function takes the same data of the former function plus
an additional parameter, which can assume the value of one
of the atoms “sender” or “receiver” and indicates the peer
at which the function is called. Also in this case, multiple
clauses can discriminate the various cases, i.e. sender or
receiver side, as well as the communicative act, thus allowing
the implementation of the rational effect appropriate for the
message.

An additional feature of the pluggable semantics support
is the possibility of refining some parts of another semantics
module, according to the principles of code inheritance, proper
of the object-oriented technology. Programmers can “inherit”
all the functionalities of a yet existing semantics module
and modify only some parts of it, e.g. the FP of one or
more communicative act, the RE of only one communicative
act at sender side, etc. In this case, the programmer has to
specify the name of the module to extend and then to write
only the functions implementing the new functionalities. Such
an object-based behavior (which is not Erlang-standard but
provided by eXAT as an additional feature) introduces great
flexibility and improves semantics engineering a lot. As an
example, Figure 7 shows a user-defined semantics module that
inherits all functionalities from “fipa _std _senantics ”
(see functions extends ) and overrides the actions to be taken
for the “inform” communicative act. In particular, no checks

140ne of the main critique is that FIPA agents are “benevolent”, e.g. issuing
an “inform” implies, as a precondition, that the sender has to believe what it
is saying: So a FIPA agent cannot lie. But this could not be a practical case,
as in auctions, for example, a competitive behavior could also consider lying
in order to try to convince other agents to give up bidding and thus win the
auction.
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- nodul e
- export

-incl ude
-incl ude

(fi pa_senanti cs_si npl e .
([ extends/ 0, is_feasible/4,
("acl . hrl™).
("sl.hrl").

rational _effect /571).

extends () -> fipastd senantics

is feasible (Self, Agent ,
Acl Message =
#acl nessage

Engi ne,

{ speechact =INGRM ' }) ->
true .
rational _effect (Slf , Agent,
Acl Message =
#acl nessage
sender ) ->
% rational effect on sender side
Fact = #B {identifier = Acl Msssage #acl nessage . recei ver,
formla = AclMssage #acl nessage. content },
(Egine , Fact),

Engine ,

{ speechact = 'INCGRV ' },

eresye :assert

true ;
rational _effect (Self , Agent,
Acl Message =

#acl nessage
receiver ) ->
% rational effect on receiver side
eresye :assert (Bgine ,
true .

Engine ,

{ speechact = "INFGM 7},

Acl Mssage  #acl nessage. cont ent ),

Fig. 7. A pluggable semantics module

are performed for the FP, while some facts are asserted for
the RE.

C. Semantics-aware Messaging in eXAT

The interaction model of eXAT, as that of other agent
platforms, is based on the assumption that agents explicitly
perform the actions of sending and receiving communicative
acts as part of their behavior. To this aim, appropriate “send”
and “receive” primitives (or equivalent mechanisms) are avail-
able to agent programmer.

But the situation could change when ACL semantics is
considered, since the actions of sending and receiving a
message are intrinsically and tightly connected to the agent’s
mental state, which is dynamic in nature. A clear example
is the “confirm”/“inform” question; given that both of these
communicative act are used for the same purpose (commu-
nicating that a given proposition is true), the use of one of
these depends on the feasibility precondition: If the sender
believes that the receiver is uncertain about the proposition
then a “confirm” should be used, otherwise an “inform” is
made necessary.

Another example, is the fact that some communicative acts
carrying certain proposition are considered equivalent to other
communicative acts. As instance, saying that agent ; agrees to
perform a requested action a (“agree” comm. act) is equivalent
to inform that j intends to do a, i.e. I;Done(a); this means
that issuing an “inform” communicative act with I, Done(a)
as content, and given that 5 has received a prior request to do
a, should result in an “agree”, instead of “inform”.

For these reasons, in ACL semantics-aware agents, a better
approach seems to avoid the direct use of communicative acts
and replace them “higher level” actions [10], [11].
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In eXAT, such a support is provided by the ACL_S Interface
(see Figure 5b), which offers to the agent a set of primitives
for high-level actions derived from grouping the various com-
municative acts into some categories. Such a categorization
has been performed following not only the principles of the
speech act theory [29], but also the semantic equivalence of
some communicative acts as reported in [24]. However, note
that the functionalities of the ACL_S Interface, as well as
the communicative act categorization, is still at a preliminary
experimental level.

The categories considered are:

o Assertive—This category holds all communicative acts
that express the truth of a proposition. The acts are
“accept-proposal”, “agree”, “cancel”, “confirm”, “dis-
confirm”, “inform”, “refuse” and “reject-proposal”.

o Directive—This category holds all communicative acts
that express the desire of the sender agent that an action
has to be performed, i.e. “cfp”, “request”, “request-
when”, “request-whenever”, “propagate” and “proxy”.

o Interrogative—This category holds all communicative
acts that express a query to a given agent. Communicative
acts of this category are “query-if” and “query-ref”.

« Exceptional—This category holds all communicative acts
that express an (exceptional) error condition, i.e. “not-

understood” and “failure”.

The ACL.S Interface provides a different primitive—
i.e. assert , perform , query , report —for each of the
four categories; each of these primitives, on the basis of the
message content passed as parameter and the sender agent’s
mental state, builds the proper communicative act and then
sends it. For example, invoking the query primitive with a
referential operator as message content (i.e. #iota , #al |l
or #any ) will automatically results in a “query-ref” commu-
nicative act, while, if the content is a simple proposition, a
“query-if” is issued.

The ACL_S Interface is also able to react to incoming
messages by automatically sending a reply on the basis of
the knowledge of the receiver agent, present in the associated
ERESYE engine. For example, if a “request” is received
and the knowledge base of the receiver agents contains a
fact expressing that the agent (already) has the intention of
doing the action, then an “agree” is automatically replied.
Similarly, if a “query-ref” is received, the knowledge base of
the ERESYE engine of the receiver agent is queried for facts
meeting the referential expression, and a subsequent “inform”
is generated and issued.

Such an automatic reaction process can be however con-
trolled by the receiver agent, in order to allow agents main-
taining their autonomy, as this is a mandatory characteristic
of agent technology.

V1. RELATED WORK

Currently, the sole proposal'® dealing with FIPA-ACL se-
mantics is the JADE Semantic Agent [27] (JSA), presented, for

15t the time this paper has been written.
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the first time, at AAMAS 2005. JSA is a JADE add-on that
implements a reasoning engine that, on the basis of agent’s
knowledge and some built-in production rules, is able to auto-
matically generate and send the messages needed for an agent
to achieve its goal. Similarly, incoming communicative acts are
processed in order to affect receiver agent’s knowledge on the
basis of the rules of FIPA-ACL semantics, thus automatically
generating a proper reply, if needed.

A great advantage of JSA is that it can be integrated
in JADE, even if this integration is not so tight. In fact,
JSA requires to handle concepts directly in SL forms, using
Java strings in agent’s code and without any connection to
JADE ontology framework. This impedes (or burdensome)
the operation of porting agents that yet use JADE ontologies
to a “semantics-aware” form, but such agents will have to
be almost entirely rewritten. Moreover, even if the reasoning
framework provides a programming capability (e.g. user-
defined “listeners” can be defined when a fact has been
asserted), the rules implementing the reasoning process are
built-in and cannot be modified to implement an ad-hoc
semantic support.

From this point of view, the semantic support of eXAT
seems more flexible, as it is basically possible to use the same
Erlang structures (and the same data) to represent message
contents, SL expressions and facts, thus tightly avoid any form
of data conversion to use a message content or SL expression
in a rule-based reasoning (and vice-versa). Moreover, not
only a user-defined reasoning process can be implemented
through the provided ERESYE tool, but also the FIPA-ACL
semantics support is programmable, thus giving the program-
mer a full control over the reasoning mechanisms behind
semantics handling and providing a flexible and complete
agent programming environment. The only issue could be that
eXAT is based on Erlang, not Java, but, as argued in [14],
[15], [16], [17], [19], [18], Java does not seem the best choice
for agent implementation.

VI1I. CONCLUSIONS

In this paper, the semantic framework of eXAT has been
presented. Such a framework is able to support FIPA-ACL
semantics, thus allowing the implementation of “really ra-
tional” agents. This objective has been achieved by means
of a platform architecture that integrates and connects one
another the modules for messaging, ontology handling and
rule-based reasoning. Moreover, the full programmability of
such modules provides a very flexible environment for the
development of semantics-aware multi-agent systems.
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Abstract—The process of information extraction and data heterogeneous environment [31]. The integration of agents
integration in a global information system demands automatic and ontologies as discussed in Hendler [17], provides a
techniques for quickly determining semantic similarity among powerful approach to automate distributed computation, to

concepts across different ontologies. This paper presents a gra t tic int bilit dt I inaful
based approach for computing, on-the-fly, semantic similarities Support semantic interoperability and to allow meaningiu

among ontologies of a specific domain. The approach consists ofagents interaction. Furthermore, an agent can move from
integrating mobile agents and ontologies to support a variety of one environment to another. In some specific domains as
applications in distributed environments. The resulting technique computational biology and bioinformatics, the quantitydata
is illustrated on Hermes, agent-based middieware for mobile 5 e processed is often prohibitively large to be retricvesh
computing, by an example in molecular biology domain. acceptable time, thus the possibility to move the companati
is a promising approach. In an environment with multiple
information systems, such those visited by mobile agerits, d
In recent years, ontologies [13], [14], [8], have playeéerent domain ontologies can coexist [16]. Although the afse
an important role in many research areas such as infornsigle shared ontology would ensure the complete integrati
tion retrieval and data integration; ontologies are uséul across information systems, it is quite impractical beeaitis
semantic interoperability among heterogeneous infownatiforces information systems to commit to this single ontglog
systems [20]. In the information and computer science, &y making difficult the input of new concepts. Thus, a mobile
ontology is a type of knowledge-base that describes thgent has to face two problems: the ability to measure, on-
concepts, through definitions, that are sufficiently dethilo the-fly, thesimilarity among concepts of different ontologies,
capture the semantics of a specific domain [13], [15]. Afits own, e.g. its knowledge base and those used in the disite
ontology captures a certain view of the world, it provides sites, e.g. conceptual schema of local data repositorg)ttan
vocabulary of terms and relations to model the domain [8bility to enrich his own knowledge with new concepts.
it supports intentional queries regarding the content & on  In this work, we propose integrating mobile agents with
more data repositories, and it reflects the relevance oflgatasuitable tools for managing ontologies during their migmat
providing a description of semantic information indepertdeacross distributed heterogeneous information systemghafo
of the data representation. purpose, we have defined an abstract data modelpiie
In a global environment, the interoperability of infornmati logical graph derived from the graph-based conceptual model
systems, is based on the possibility to offer a query enviroproposed in Mitra et al. [24], and we have defined a minimum
ment in which users may enter a request without knowing haset of operators essential to manag&ological grapls to
and where the requested information are stored. Thus, dual&termine the similarity. We define three algebraic opesato
the heterogeneity of distributed information sourcesube of to isolate a concept in an ontologpréjectior), to measure
ontologies become essential to support the semantic ptersimilarity between two conceptsitnilarity) and to enrich an
erability; as well as, the availability of automatic teatumés ontology with a new concepefriching.
for quickly determining semantic similarity among coneeptThe proposed approach shows some advantages: any domain
to describe queries and information sources to be queried.ontology, being represented by RDF or OWL or DAML+OIL,
In addition, the new Web applications, as described by T.Ban be mapped into thentological graph every information
Lee et al. in [2], aim at guaranteeing the almost completefystem can use a local conceptualization of the domain wtitho
automatic execution of complex distributed processesravhéo commit to a single global one; every agent can enrich
autonomy, adaptability and cooperation are essentialirequits own knowledge by generating a collection of synonyms;
ments. Agents technology [19] is an appealing approach dad it can choose the most suitable similarity function [22]
build automatic applications. Agents being an autonomo(&7], [10], [11], to relate domain-specific ontologies. Las
entity, able to react and adapt in a proactive way, in a dyoanfiut not least, the algebraic operators can be considered the
execution context, can encapsulate the execution of devegeound for designing a declarative language to specify the
independent activities. The agent ability to cooperateh wiagent behaviour.
other agents allows to have a useful interaction within arhe three operators has been implemented in Hermes, mid-

I. INTRODUCTION
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dleware for mobile computing, to support the description dfhe latter is a typical scenario where a mobile agent works

the mobile agents behaviour in a distributed environmant. bn; therefore, integrating mobile agents with suitablelsoo

particular, the similarity operator has been implementegr o for managing ontologies would enrich its capabilities. dt i

three algorithms: the semantic similarity algorithm prepd worth pointing out that an act of communication between two

by Maedche et al in [22], that proposed by Rodriguez aradjents is feasible only if a common ontology is shared. Even

Egenhofer in [27] and over a new algorithm based on strulcturithis restriction guarantees an agreement on the sensawitic

similarity, proposed in this work as an extension of ougxchanged data, not all data are a priori shared, thus agents

previous work [7]. must be able to reach an on-the-fly agreement by measuring
The paper is structured as follows: Section Il describegmantic similarity of different ontologies. Whenever arrag

a motivating scenario with an example in Bioinformaticsacquires new information, it can enrich its personal knogée

Section Il defines theontological graphand the algebraic base.

operators. Section IV proposes a new similarity function. .

Section V, discusses the behaviour of a mobile agent By Running Example

an example in Bioinformatics. Finally, Section VI remarks Suppose a biologist has prepared his experiment within

conclusions and future work. an interactive virtual laboratory for Bioinformatics. Tiex-
periment consists of the set of concurrent and coordinated
Il. MOTIVATING SCENARIO activities each of which is described by using the specific

Nowadays, the widespread interconnection of distributéerminology taken from an ontology of the biological domain
systems, with the global distribution of information saesc The execution of the experiment is delegated to the run-
and computational tools, offers a scenario where to buglt ditime support of the virtual laboratory. Suppose to have a
tributed applications in every domain of social and lifeepie computational environment based on middleware for mobile
(Medicine, BioMedicine, Computational and Systems Biglogcomputation, where every experiment is compiled in a pool of
Health Care ...). In a wide view, we can think to design sobile agents activated to support the execution of the evhol
scenario where a user (human or application) describes &xperiment. Also, suppose that one of the agents is involved
goal (e.g complex queries, workflows of activities) by using in the execution of a query, which implies its migration asro
vocabulary of terms and relations close as much as possibéveral places to query different data repositories. Let
to his application domain. He will not worry about where “Find all Complementary DNA transcribed from Messenger
information are stored, what data formats have been us&NA whose DNA is ..”.
how tools can be integrated and services coordinated. Tte a meaningful query for a biologist. We can observe that
achievement of the user goal is delegated to one or md@omplementary DNA “Messenger RNAand “DNA’ are
software entities or agents that are responsible for a corréerms that identifies domain specific concepts whileah-
achievement of the user goal. scribed fromi is a relation between two concepts.

In particular, in Bioinformatics, a biologist would be altte ~ As the mobile agent reaches a destination, it will interact
specify his experiment like a workflow of activities, rangin with a local stationary service agent, passing on to it treryju
from researching and integrating information, to coortinta and the reference of the domain ontology. If the service agen
computational tools executed over specific data. In this dshared the domain ontology it will just translate the query i
main, where the amount of interrelated information expenethe local format. If not, it will offer its local ontology tohe
tially increases, it is very difficult for a human to exploit a mobile agent, which in turn will decide whether to come to
available data, to identify, select, clean and use all elev an agreement or to move to next place. The final decision
data, also because of different data formats with differenbuld be taken over the result given by the similarity fuoiati
semantics. measured between the two ontologies. Once the mobile agent
If on the one hand the integration of heterogeneous dataearhas decided which are the most similar concepts to those
achieved in different ways, on the other to manage all sl@italtlescribing its query, it will rewrite the query in terms of
data in an acceptable time asks for remote computation.law concepts, and submit the query to the local service
fact, data can be extracted and integrated either in a unicagent. Afterward, the service agent will be able to convert
datawarehouse to which users can submit a query usingha incoming query to a corresponding local one. In some
global schema, or instantaneously in native data sounsgkel cases, the mobile agent, could decide to enrich his knowledg
first approach data are centralized, there is no instannsahewith new learned concepts, which could be also used by the
translation, but it is difficult to add new data repositoriediologist to interpret the extracted data. Then, the madujjent
to maintain data updated and to modify any schema. In theves to the next place.
second approach, data remain in native repositories wh&hat are suitable tools to support the interaction of mobile
they are constantly updated and free to be represented in aggnts with local service agent? To provide an answer, we
format, but an instant (on-the-fly) schema mapping must befine theontological graph an abstract data model more
done by the data collector; in fact different data sourceg méexible and light than an ontology; suitable to map every
use different names and formats to refer the same objemttology a mobile agent will manage and analyze during
or the same name to refer objects with different meaninigs migration. In the next section, before the definition of
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ontological graph the general concept of ontology will be A, Ay, A5 ...be a set of arcs, ranged over &y, as, . . ..
introduced.
Since, a lexicon contains terms to identify both concepts
I1l. ONTOLOGICAL GRAPH MODEL and relations which semantically describe the domain, é& th

Gruber in [13] defines an ontology as an explici?equel of this paper, we will separately use concepts and

specification of a conceptualization. A conceptualizatisn relations as terms of a given lexicon. Therefore, a lexiton
an abstract, simplified view of the world that we wish t& )
represent for some purpose. We can note that every knowle Q a not empty sek of relations among concepts. can
base, knowledge-based system, or knowledge-level agent'Ts repr'esented. als. - <C’R>.' We assume thaf? contains
committed to some conceptualization, explicitly or imjtlic a s_pe<_:|al relgt|om|mllar which will be used to denote a
Usually, agents share a common specification (commaﬁn”a”ty relation between concepts.

ontology) which supports the communication with each other .
9y) PP Formally, an ontology O is a, node and arc labelled, graph,

and they commit “on-the-fly” specifications (local ontoldgy . . !

to operate on a specific domain. Guarino ([14]) underliné%here the labelling functions are expressed over a lexicon
that interoperating systems need two types of ontoIogies:L?‘c’ the set of graph _nodes represents concepts an_d th_e set
top-level and a domain-level ontology. The top-level oogyl of arcs represents relations between concepts. The assncia
describes very general common concepts (e.g primitives e?tv;/_een.a nc_)de aRd a concetpt, sobasd betwbee(;]ban_tara(; qnd a
a communication protocol [9] or concepts as time, spacrg,a'on' 'Z Ltlgnque.t rf1y clort1.cep _c;arr: € .f;'c”the y it tXI A
event, etc.) which are independent of a particular probleﬂ’?‘me in € se c; c;eba lons It das \tIJVI Oh er concepts.

or domain, by which to verify the consensus on sharing cgzcep tlsl reprelsen eh' );a ro?e dsgj %;apf '" ina defi
generic domain ontology. The domain ontology describes the N ontological graphis tformalized by he foflowing deti-

o L . . qition:
vocabulary related to a specific domain (like Biomedicind"'o": . ] .
Molecular Biology, etc.) or a specific task or activity (like Definition 3.1 (Ontological Graph)An ontological graph

Protein, Enzyme, etc.) by specializing the terms introducé):(N.'A’ n) is & directed, rooted, node anq arc Igbglled over
in a top-level ontology. The evolution of ontology reseaith a lexicon L =< C, R % graph'. WhereN IS thg finite set
computer science recently shifted from theoretical to ficat of ontology cor]ceptsA Is the finite set of relatlons among
issues. Noy and Klein report in [26] that issues like Wh%ﬂcepts and: is the root. The node labelling function, :

an be represented as a finite, not empty Gedf concepts

a formal ontology is - what requirements an ontology mug{ C uniquely associates a node to a concept in the lexicon.

satisfy - what representation language is suitable to defi e arc labelling functiom : A— R uniquely associates an

and exchange ontologies, shifted to issues associatedhveth arc to a re"’%""” in the lexicon. : s _—
use of ontologies in real-world, for large-scale applicas The functions, A andé, are neither injective nor surjective

like how to use multiple distributed heterogeneous ontetog mapping functiqn; this property allows the existence of-con_
- how to maintain updated an ontology - how to integrat epts and _relat|ons in the ontology, that are not expressed i
similar ontologies, etc. the ontological graph . . .
Each ontology Oc O is associated to the corresponding
?ntological graphO. Each concept € C is associated to

An ontology, denoted by O, is a formal specification oh i b h. Each sub his in t

a conceptualization, that is the knowledge structure tleat c} et T:orres,lpon 'T}g ESU hgrapd. acf su g:alp 'IS,I n urr?, an
scribes, using a lexicon, the semantics of a given domain.GAt0'0gIcal graph Each noden Of an ontological grap
lexicon is defined in [28], as a “knowledge-base about sortie asso_mated to the name of the concept described by the
subset of words in the vocabulary of a natural language O%r]tologlcal graphrooted on the node.

noting concepts of the domain and relations among concepts”In the sequel of this paper, both ontology and
ontological graph so as concept nhame and node, concept and

ontological graph will be used interchangeable.
Figure 1 shows theontological graph corresponding to
For ease of notation and retention of all definitions, in thg gmall set of concepts in Bioinformatics, whose lexicon
sequel of this paper, we will use the following notation. is L1 = {DNA, RNA, Ribozyme, Nucleotide, Ribonucleo-
Let: ., tide, Deoxinucleotide, Nucleic-acid, Protein, Macronmite,
L be the set of lexicons, ranged overby, L ... L,L ,L ; Complementary-DNA, Messanger-RNA; Polymer-of, Subclass
O be a set of ontologies, ranged over by;,0,, of, Transcribe-from, Translate-}o In the figure, the concept

Notations

...00,0,0"; of Ribozymeis described in the subgraph rooted at the node
C be a set of ontological concepts, ranged over Hybelled byRibozyme Thus, theRibozymeis Subclass-ofa
€1,C2,...C,C,C ; Macromoleculeand a Polymer-of the Ribonucleoditg this
R be a set of ontological relations, ranged over bhatter, in turn is aSubclass-of Nucleotided Nucleotide in
IS SYUURE O O this conceptualization, is a primitive concept of the damai

N,N;, N, ...H,K be a set of nodes, ranged over byeaf node of the graph. The Molecular Biology ontology used
N1, N2, .e e, NyM | to derived theontological graphhas been taken from TAMBIS
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project [12] in OIL [18], [29] description.

In Figure 2, we consider antological graphcorresponding projection
to a different lexiconL, = {DNA, RNA, Ribozyme, Nu-
cleotide, Ribonucleotide, Deoxinucleotide, Nucleiadadro- similarity

tein, Macromolecule, cDNA, mRNA, Enzyme; Polymer-of, Is-a
Subclass-of, Transcribe-from, Translate-td=igure 2 shows

7: 0 XN — O

c:0 x0O —0,1]

that theRibozymeconcept is described by the same subgraph enriching  ¢: 0 x 0 =0
of Figure 1. Whereas, the concept @bmplementary-DNA

from the lexiconZ; and cDNA from the lexiconL, are de- TABLE |
scribed by two different subgraphs whose degree of sirjlari ALGEBRAIC OPERATORS

will be later discussed.

A. Algebraic operators

To allow the manipulation of ontologies bgntological The projectionallows to reduce thentological graphinto a
graph we concentrate on a minimum set of operators nesubgraph whose root node corresponds to a given concept. The
essary to measure on-the-fly the similarity among conceptssimilarity operator is a function which measures the similarity
different ontologies. The three main operators @rejection of two concepts and returns a coefficient that ranges over by
similarity and enriching (see Table I). [0,1]; the coefficient is 1, if the two concepts are equalsit i
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0 if they completely mismatch. Thenrichingoperator allows similarity returns a coefficient that ranges over [0,1]. How the
to enrich theontological graphwith new concepts. similarity is measured, it depends on the algorithm chosen t
The small set of operators could be easily extended witmplement the operator. In any case, two concepts are efqual i
other operators, for example those proposed by Mitra et #ie similarity returns 1, two concepts mismatch (no affinity)
in [25] for ontology compositionSelect Intersection Union  if the similarity returns O.
and Difference The similarity is a function defined over twontological
In the following, the description of behaviour of the prograpts.
posed operators is given. We have omitted the formal defini-

tions which can be found in Appendix I. 0c:0 xO0 —[0,1]
1) Projection7: The projection of anontological graph . i
over a given concept, reduces thetological graphby isolat- _,Given two ontological grapls OV, 4;,n) and

ing the subgraph consisting of those concepts and relatidAs (IV2, A2, m) respectively, thesimilarity of O and o
— except for the relatiorsimilar — that describe the givenOVer the two root nodes: and m returns a real number
concept. The root node of the projected graph is represented [0: 1] that quantitatively estimates the similarity degree

by the concept itself. of the concepts described by tbatological grapls.
The projectionis a binary operator defined over amto- ~ SUPPOS€ we wish to measure the similarity between
logical graphand a concept name. the concept Ribozyme in the ontological graph
O=(Ny, Ay, Ribozyme) given in Figure 1, andRibozyme
7:0 xN — O in the ontological graphO =(Ns, Ay, Ribozyme) given in

Figure 2, thesimilarity operator most likely will return the
Given anontological graphO=(V,A4,n) and a nodeneN, value 1.

the projectionof O overm returns the subgraph’Orooted in L
m corresponding to the concept associateentoSuppose we 0(0,0)=1

wish to isolate the concefitibozymen the ontological graph  |f we measure the similarity betwe€@omplementary-DNA
O given in Figure 1, theprojection operator can be used asand cDNA described in the two graphs respectively, the
follows similarity operator will returns the value depending on the

, algorithm that implements the operator.
7(O, Ribozyme) = O

Figure 3 shows the graphical behaviour of ®jection o(Complementary-DNADNA) = «

operator over the example. o 3) Enrichment:: When an agent discovers a new concept,
2) Similarity o The measure of the similarity betweer,e 4 decide to enrich his knowledge by storing the new

two concepts determines how much the two correspondipgqyiedge. This can be done in several ways, by creating a

ontological grapls are similar. There are several ways tQ.. data structure or by adding the projection of the new

measure the similarity among two concepts. Giunchiglia tyncept o itsontological graph The enrichingis an operator
[11] proposes to classify the process of discovering thplisa yafined over two concepts, i.e. tvemtological grapls:
mapping in syntactic and semantic matching. The syntactic

similarity (matching) [21] is based on searching the semant O xO —0O

correspondence among node labels, the resulting coefficien

that ranges over [0,1], measures the similarity between theGiven twoontological grapls O=(Ny, A1, n) and O=(Nx,

labels of the given nodes by performing linguistic analysisis, m), representing two similar concepts, the enrichment of

The semantic similarity is based on analyzing the positidd with O is obtained by adding a new arc from the root

that a node has in a graph, that can be done either analysisf O to the rootm of O labelled by ‘similar”; similar

the position of a given node in terms of neighbours nodes [113 a special relation meaningful only for the agent purpose.

or by following a path in the graph [3] or by analyzing both th&uppose we wish to store the knowledge &aNA is similar

semantic and the syntactic concepts matching, as Maedché&efomplemntary-DNAwe can use thenrichingoperator be-

al. propose in [22]. In the above cases, the similarity algor tween OXN;, A;, Complement-DNA O/:(NQ, As,cDNA)

returns a coefficient that ranges ovigr, 1], except for the as follows

Giunchiglia algorithm that returns a set of values that eang N =

over {=,C, D, 1} (equality, more specific, more general and _6(0’ 0)=0

mismatch respectively). In Section IV, we propose a new The resulting grapl© is depicted in Figure 4.

approach which determines semantic similarity by clusteri

concepts satisfying common relations. The algorithm alow

to measure on-the fly semantic similarity without sharing a In this section, a new function to assess the semantic

domain ontology. similarity between concepts is proposed. We only compare
The similarity operator allows to measure the similaritythe structural (topological) similarity among sets of cepis

between two concepts of differemintological grapls. The without considering syntactic matching between node fabel

IV. A STRUCTURAL SEMANTIC SIMILARITY FUNCTION
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Polymer-of

Subclass-of

Macromolecule
Ribonucleotide

Subclass-of

Nucleotide

Fig. 3. The projecteantological graphin Figure 1 over the node “Ribozyme”

Complement-DNA

similar

Fig. 4. Enriching operator over the running example

Given two ontological graph O;=(Ny,A;,n), eachr € Ry N Ry, we recursively applyf to the sets of
0,=(Ns, A3, m) and two sets of nodesf C N; and nodes reachable frof and K through the relation-.
K C N,, with H # (0 # K, the similarity betweend and It is worth noting, that the proposed similarity function is
K is measured by the function in Table Il, where, for anyelevant when the relation are meaningful for the applicati
given set of nodesV, 7(N) is the number of outgoing arcsdomain.
from (nodes in)N, Ry is the set of relations — different
from similar — associated to the arcs outgoing fra¥h and V. ON-THE-FLY CONCEPTSCOMPARISON ACROSS
sons,(N) is the set of nodes reachable from any nodeVin ONTOLOGIES

through the relation € R. o _ o )
As we mention in the introduction, in the context of multiple

Intuitively, two set of conceptd? and K are equal (mis- information systems, the semantic interoperability muisia
match) if both of them (one but not the other) contain onlysers to enter a request without knowing where and how data
primitive concepts, that is, have no outgoing arcs. Othsgwi are stored.
if both H and K contain no primitive concepts (the number of We have implemented the biological example described
outgoing arcs fronf{ and K is greater than zero), we considein Section Il, in the framework of Hermes, middleware for
the setRy N Ry of the relations they have in common. Fomobile computation proposed by Corradini et al. in [5], [6].
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1 iff 7(H)=71(K)=0

0 iff 7(H)=0xor7(K)=0
f(H, K) =
Z f(sons,.(H),sons,(K))
r€ERyNRK
card(Ryg U Rk)

otherwise

TABLE I
THE SIMILARITY FUNCTION

As Figure 5 shows, Hermes is structured as a componegtaph O; (Figure 1) and moves to platform 2. There, it will
based system with 3-layer software architecturser layer, interact with a local stationary service agent, passing®n t
system layerand run-time layer At the user layer, it allows it the query and the reference of the domain ontology. If
users to specify their application as a workflow of actigtiethe service agent shared the domain ontology it will just
using the graphical notation provided by DroFlo (OpenWFHEranslate the query in the local format. If not, it will offer
2005) and JaWE editor (Enhydra, 2003). At the system layerjté local ontology to the bio-agent. The bio-agent will sdar
provides a context-aware compiler to generate a pool of uger the most similarComplement-DNAoncept onO,. Note
mobile agents from the workflow specification. At the runthat nodes and arcs of the subgraphs are indicated by corre-
time layer, it supports the activation of a set of specializesponding labels in the lexicon. Ti&mplement-DNAoncept
service agents, and it provides all necessary componentsstcompared to all the subgraphs, thus the agent will compute
support agent mobility and communication. Hermes can ¢Complement-DNA, mRNA= 0.3333! and f(Complement-
configured for specific application domains by adding domaiNA, Enzymg = 0.333. To evaluate f(Complement-DNA,
specific components. cDNA), the agent needs to evaluate the following values:
f(Messenger-RNA, mRNA= 1L = 2 — (.75 and
f(Deoxinucleotide, Deoxinucleotiyle- 1.

The agent can now complete the comparison between

Biological workflow

Workflow Management User Layer Complement-DNAand cDNA computing f(Complement-
DNA, cDNA = 974l — LT — (4375, which yields
Bio-agents cDNA as the concept most similar @omplement-DNAwith
System Layer a similarity degree 0).4375.
Context-aware compiler Having obtained the degree of similarity between

Complement-DNAon platform 1 and cDNA on platform 2,

the mobile agent can ask service agent to extract informatio
(projection) aboutcDNA from platform 2, having learned
Core that cDNA is “sufficient” similar to Complement-DNAIt will
enrich is knowledge. Then, it will rewrite the query and
proceed in the task execution.

Bio-Service Agent

Run-Time Layer

Fig. 5. Hermes Software Architecture

Suppose to have Hermes as middleware that allows the Related Work

interoperabilty among different information_systems at_lp-s A general approach to data integration has been to map the
pose to have a service ageontology service agenihich 4c41 terms of distinct ontologies onto a single shared logig
interfaces local repositories and interacts with mobiler#gt0 55 gescribed in [27]. In this work the semantic similarity is
allow semantic querying. Let us consider the running exampl nically determined as a function of the path distance betw
described in Section Il, and suppose that the definition ofi@&ng in the hierarchical structure underlining this ooyl
WOI"kﬂOW in the b|o.Iog|caI domain consists of a single taslT:4]_ Another strategies for ontology integration are based
retrieval of information abouComplement-DNAAISO assume tha mapping of a local ontology onto a more generic ontology
that the ontological graphs in Figures 1 an_d 2 (denoted in tm, [30]. The ONIONS methodology [1] integrates local on-
following by O, and Q) are used to describe the query ang|qgies by inheriting from shared generic ontologies, dngs

the remote data schema repositories, respectively. not automatically compare concepts (as proposed hereie). T

~ In the Hermes context, a mobile agent (called bio-agergseRVER [23] ontology-based system combines intensional
is created, by usingl, related to Q on platform 1, t0  gnq extensional analysis to calculate lower and upper ound

support the execution of the workflow activity. The biotyr the precision and recall of queries that are translatedss
agent has the goal to move to platform 2 and to search t@ﬁtologies.

conceptComplement-DNAThe bio-agent starts to extract the
subgraph ofComplement-DNArom the derivedontological 1Given two nodes: andm, we write f(n, m) to denotef({n}, {m})



WOA 2005

Weinstein et al. [30] propose differentiated ontologies ags]

support to communications in distributed systems subject t

semantic heterogeneity. Ontologies are described by usirﬁg

Description Logic. Concepts are formally defined in relatio
to other concepts, so that concepts in local ontologiesriinhe

definitional structure from concepts in shared ontologies.

(7]

Recently, Rodriguez in [27], has suggested that in the area

of information retrieval and data integration, the use of onl8l
tologies and semantic similarity functions have recentigrb
emphasized as a mechanism for comparing objects that ¢an

[9

be retrieved or integrated across heterogeneous repesitor
[16]. The authors proposed a model for semantic similarity
among Entity Classes from different ontologies. Ontolegie
are described as objects by using BNF. The similarity model

provides a systematic way to detect similar entity cIassE:i]
across ontologies based on the matching process of each of

the specification components in the entity class representa

tion (i.e., synonym sets, distinguishing features, andssgim
neighborhoods).
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F. Corradini, L. Mariani, and E. Merelli. An agent-basefproach to
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F. Corradini and E. Merelli. Hermes: agent-based middteviar mobile
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R Culmone, Gloria Rossi, and Emanuela Merelli. An ontolsgyilarity
algorithm for bioagent. INETTAB Workshop on Agents in Bioinfor-
matics July 12-14 2002.
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Electronic CommerceSpringer, 2001.
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Gustavo A. Gimnez-Lugo, Analia Amandi, Jaime Simo Sichmamg a
Daniela Godoy. Enriching information agents’ knowledge Imyotogy
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American Conference on Al, Seville, Spain, November 122082.
Proceedings volume 2527 ofLecture Notes in Artificial Intelligence
pages 546-555. Springer-Verlag, 2003.

Fausto Giunchiglia, Pavel Shvaiko, and Mikalai Yatskh. S-match: an
algorithm and an implementation of semantic matching. In Y. égitiu,
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Interoperability and Integration number 04391 in Dagstuhl Semi-
nar Proceedings. Internationales Begegnungs- und Fargshentrum
(IBFI), Schloss Dagstuhl, Germany, 2005.

The approach presented in this paper measures the stiuctid#d C. A. Goble, R. Stevens, G. Ng, S. Bechhofer, N. W. PalorG. Baker,

similarity by only considering the relations among consept

VI. CONCLUSIONS ANDFUTURE WORK

The present work aims at integrating ontologies in mobi
agents. This approach allows the information retrieval a
data integration in a scenario where a pool of mobile agerits]

(23]

9

can migrate across different data repositories where epddat

information can be instantaneously retrieved.

[16]

The integration ontologies and mobile agents allows to

discover new knowledge by combining information extracted’]
from different data repositories and to move computationgk,
tools over data, by delegating a software entity. This apgino
supports the decentralization of the execution of localvact
ities, to avoid the warehousing of highly dynamic data, tQg

reduce network traffic and to free the users from network$aul

and from the need to be continuously connected to a laptolg9
Future work will be geared towards reducing complexity

through hypergraphs in place of graphs, generalizing the

similarity function to cyclic graphs, exploiting the siril
relation in the definition of similarity function and valitiag
the proposed approach on a real application.
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FORMAL DEFINITION OF ALGEBRAIC OPERATORS (equivalence) of the two ontological concepts.

In this appendix we provide the formal definition of théAs an example, the similarity function has been discussed in
three operators performing the minimal set of operators tH#€tails in Section IV.
a mobile agent can use across platforms for determining
ontology mapping. The three operators introduced in Sectio 3) Enrichment: Theenrichingis a binary operator defined

lll-A are: Projection, Similarity and Enriching. over ontological grapls. Given twoontological grapls O, O
1) Projectiont: The projectionis a binary operator defined theenrichingof O with O’ returns O enriched by adding a new
over anontological graphand a concept. arc from the root of O to the root of Gabelled bysimilar.
Definition 1.3 (Enrichment)Let O=(V,A4, n), O =(N',A’,
7:0 xN =0 n’) be twoontological grapls. The enrichment of O over' O
Definition 1.1 (Projection):Given an ontological graph 'S défined as:
O=(N, A, n) and a concept name, € N the projection of , _
O onm is defined as: €«(0,0)=0
_ whereO=({NUN'}, {AUA U {(n,n")},n}) and§(n,n’) =
m(O,m) =0 similar.

whereO = (N1, Ay, m) is the subgraph of O such that:
1) N, is the set of nodes; € N such that either,; = m
or dng,ni,...,n; € N, with j > 1, such thatg = m
and (no,n1)7 ey (nj_l,nj) cA
2) Al = {(nhng) cA | ni,ng € Nl}

Properties of the projection
o (O, null) = (0,0, null)
o 7(O,n) = (0,0, null) sen ¢ N
o m(0,n) = (0,0,null)

2) Similarity o: The similarity is a function defined over
two ontological grapls. Given twoontological grapls O, O
and two noder, m, the similarity of O and O overn andm
returns a real numbet € [0,1]; «, quantitatively estimates
the similarity degree of the two concepts.

Definition 1.2 (Similarity):Let O= (N,A,n) and O=
(N’,A’,n') be two ontological grapls. The similarity of O
and O’ is defined as:

0(0,0) =

wherea € [0, 1].

The similarity operator can be implemented with one of
the algorithms available in literature [7], [22], [27] oretlone
introduced in Section 1V, in that case the similarity will be
follows
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Un’Infrastruttura per la Mobilita in
AgentService

A. Grosso, A. Boccalatte, C. Vecchiola

Abstract—L "articolo presenta la soluzione alle problematiche
legate alla mobilitd degli agenti adottata nella piattaforma
AgentService. L’infrastruttura per il trasferimento degli agenti
sfrutta il modello di agente della piattaforma che prevede la
separazione tra lo stato e le attivita dell’agente.
L’implementazione dell’infrastruttura per la mobilitd si
avvantaggia della struttura modulare della piattaforma e si
integra in modo del tutto trasparente per gli agenti e gli altri
componenti. AgentService offre un servizio di mobilita debole,
nonostante cid garantisce il mantenimento dello stato degli agenti
tramite il trasferimento delle strutture dati, della coda dei
messaggi, delle conversazioni e dello stato dei comportamenti. 1l
servizio di mobilita degli agenti ¢ inoltre sfruttato per
I’applicazione di politiche di bilanciamento di carico tra
piattaforme federate

Index Terms—Agent Mobility, Load Balancing Policy, Agent
Framework

|I. INTRODUZIONE

E metodologie, le architetture e le tecnologie che
vengono utilizzate per lo sviluppo di applicazioni
distribuite manifestano i propri limiti quando sono applicate a
sistemi distribuiti di notevoli dimensioni, potenzialmente
illimitati, come si verifica per applicazioni Internet. In
particolare cio e ancor piu evidente quando si ha a che fare
con sistemi che debbano offrire un elevato grado di
configurabilita, alta scalabilita e facilita di personalizzazione.
Un metodo efficiente per la soluzione di problemi di questo
tipo ci viene offerto dalle tecnologie basate sulla mobilita del
codice, in altre parole la possibilita di spostare codice
attraverso i nodi di una rete [1].

La mobilita del codice non & un concetto nuovo, gli Applet
Java ne sono un lampante esempio, ma il lavoro di ricerca in
questo campo € sempre attivo, sia per quanto riguarda le
disquisizioni concettuali sia per cio che riguarda gli aspetti
puramente tecnologici, si veda ad esempio [2], [3].

Un ambito a cui i concetti di mobilita ben si adattano &
quello degli agenti software. Gli agenti ci forniscono, in
effetti, un’astrazione tale da rendere semplice I’applicazione
del concetto di mobilita. Le caratteristiche intrinseche degli

Manuscript received October 4, 2005.

A. Grosso, A. Boccalatte, and C. Vecchiola are with Department of
Communication, Computer and Systems Sciences, University of Genova,
16145 Genova lItaly (phone: +39-010-353-2812; e-mail: {agrosso, nino,
christian}@ dist.unige.it).

agenti quali I’autonomia, I’inserimento in un ambiente, la pro-
attivita e la cooperazione, consentono di introdurre con
naturalezza il concetto di agente mobile.

L’idea di agente mobile, vale a dire la possibilita di
trasferirne il codice e lo stato tra nodi di una rete, porta a
diverse considerazioni: la prima & che deve esistere una
struttura che consenta all’agente di spostarsi; la seconda € che
I’agente dovrebbe avere una certa intelligenza, tale da
renderlo particolarmente autonomo nel decidere sugli
spostamenti. Una volta realizzata un’infrastruttura adatta e una
volta che all’agente saranno forniti tutti gli strumenti perché se
ne avvalga, si potranno ottenere svariati vantaggi. Grazie agli
agenti mobili, gli amministratori delle piattaforme possono
disporre di uno strumento piu efficiente per il bilanciamento
delle risorse. Dall’altro lato la mobilita sembra rafforzare
I’autonomia dell’agente stesso, che ad esempio potrebbe
decidere su quale computer migrare in base alla disponibilita
delle risorse.

In questo articolo viene presentata I’infrastruttura di
supporto alla mobilita per la piattaforma AgentService. La
soluzione proposta é risultata particolarmente efficace grazie
al modello di agente adottato dalla piattaforma; tale modello
consente di gestire con facilita lo stato degli agenti e quindi di
mantenerlo persistente e/o trasferirlo altrove. Inoltre lo
sviluppo degli strumenti per la mobilita risulta facilitato
dall’architettura modulare di AgentService, la quale permette
di arricchire i servizi offerti agli agenti attraverso la
realizzazione di moduli aggiuntivi; il tutto pud avvenire in
maniera trasparente e senza la necessitda di sostanziali
modifiche all’infrastruttura software. Infine la tecnologia
offerta dalla Common Language Infrastructure (CLI) [4, 5], su
cui AgentService si basa, fornisce gli strumenti necessari ad
un’implementazione efficiente del servizio grazie ad alcune
particolarita quali la serializzazione, la presenza di primitive
di comunicazione remota, I’utilizzo di domini applicativi e la
gestione delle unita di distribuzione del codice (Assembly).

Nelle sezioni successive descriveremo le caratteristiche
principali della piattaforma AgentService e dei componenti
che influiscono  maggiormente sullo  sviluppo di
un’infrastruttura per la mobilita, quali il modello di agente ed
alcuni dei moduli che implementano le funzionalita di base
(Sezione I1). Dopo una breve introduzione sui problemi
relativi alle problematiche associate agli agenti mobili
(Sezione |1II), descriveremo in dettaglio le caratteristiche
architetturali dell’infrastruttura per la mobilita e la sua
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interazione con gli altri componenti della piattaforma
AgentService (Sezione V). Valuteremo percio gli aspetti
riguardanti le possibili applicazioni dell’infrastruttura quali
I’attuazione di politiche di bilanciamento di carico tra piu
piattaforme (Sezione V). Alcune osservazioni finali sulle
caratteristiche dell’architettura, i suoi punti di forza ed i suoi
punti deboli, seguiranno nelle conclusioni.

Il. ARCHITETTURA DI AGENTSERVICE

A. Caratteristiche Principali

AgentService [6] € un framework per lo sviluppo di
applicazioni orientate agli agenti basato sulla Common
Language Infrastructure, di cui un’implementazione é il .NET
framework. AgentService offre un particolare modello di
agente ed un ambiente di run-time per I’esecuzione degli
agenti conforme alle specifiche FIPA [7]. In letteratura sono
presenti numerosi lavori riguardanti piattaforme ad agenti, tra
i piu diffusi si veda Zeus [8], FIPA-OS [9] e JADE [10].
L’architettura della piattaforma & estremamente modulare: sia
le funzionalita di base sia quelle aggiuntive sono
implementate utilizzando I’astrazione del modulo. Questa
soluzione architetturale rende la piattaforma ad agenti un
ambiente di run-time molto flessibile e facilmente
personalizzabile a particolari esigenze, nonché facilmente
estendile nelle sue funzionalita. I moduli si dividono in due
classi: i moduli fondamentali e quelli addizionali. 1 moduli
fondamentali implementano quei servizi necessari alla
piattaforma per attivarsi; questi comprendono la gestione degli
assembly in cui sono contenuti i tipi degli agenti (Storage), la
gestione della messaggistica, la gestione della persistenza e le
funzionalita di logging. Con i moduli addizionali vengono
implementate tutte quelle funzionalita che arricchiscono di
servizi la piattaforma, ma la cui assenza non & vincolante per
I’attivazione della piattaforma stessa.

Allo scopo di rendere pitu fruibile la trattazione
dell’implementazione della mobilita in AgentService
descriveremo brevemente alcuni elementi fondamentali
dell’architettura di AgentService: il modello di agente adottato
ed i moduli per la gestione dello storage e del servizio di
messaggistica.

B. 1l Modello di Agente

AgentService modella un agente come un’entita software la
cui base di conoscenza é definita da un insieme di dati
chiamati Knowledge e le cui attivita sono descritte da task
concorrenti che prendono il nome di Behavior. L’insieme
delle knowledge utilizzate da un agente ne definisce lo stato,
mentre il suo comportamento & descritto dall’insieme dei
behavior che sono in esecuzione. Una knowledge é di fatto
simile ad un record del linguaggio Pascal od ad una struct del
linguaggio C, sebbene possa essere caratterizzata anche da
metodi € principalmente pensata per esporre delle proprieta
(queste possono fare riferimento ai tipi base della CLI od a
classi anche definibili dal programmatore). | behavior sono a
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tutti gli effetti delle classi generiche definibili dall’utente e
presentano un metodo particolare che costituisce I’entry point
della loro esecuzione. | behavior di un agente possono
condividere le knowledge che ne definiscono lo stato e
I’ambiente di run-time garantisce I’accesso esclusivo alle
knowledge, in modo relativamente trasparente.

Dal punto di vista implementativo ad ogni istanza di agente
viene associato un differente Application Domain che
garantisce I’esecuzione in maniera autonoma del codice in
esso contenuto. L’Application Domain € una struttura nuova
introdotta con la CLI ed & assimilabile ad un “processo
leggero” in quanto ha un proprio spazio di memoria, €
possibile creare in esso piu thread di esecuzione ed associarvi
differenti permessi di esecuzione, ma il suo setup & piu
leggero di quello di un processo. L’esecuzione di un agente
all’interno  di un Application Domain ne garantisce
I’autonomia e I’isolamento dagli altri agenti: I’'unico modo per
mantenere dei riferimenti ad oggetti in Application Domain
differenti & I’impiego di tecniche di comunicazione esplicite
quali il Remoting.

C. Gestione dello Storage

Lo Storage della piattaforma costituisce un repository
virtuale di tutte le classi necessarie al ciclo di vita degli agenti
che vengono creati ed ospitati all’interno della piattaforma. In
particolare nello Storage sono memorizzate le classi che
definiscono i tipi di agente, le knowledge ed i behavior usati
da tali agenti nonché i tipi logicamente dipendenti se non gia
compresi nella class library della CLI. | tipi eseguibili ed
istanziabili dalla CLI sono fisicamente memorizzati in un file
od in un insieme di file logicamente collegati che prende il
nome di assembly. In ultima analisi lo Storage si occupa della
gestione degli assembly che contengono i tipi di agenti e tutto
cio che serve per crearne delle istanze. La CLI per identificare
in modo univoco gli assembly utilizza una tecnica di
crittografia asimmetrica basato su chiave pubblica e privata
normalmente opzionale ma richiesto da AgentService.

Il modulo dello Storage viene interrogato ogni volta che la
piattaforma deve creare I’istanza di un particolare tipo di
agente e restituisce tutti gli assembly necessari a creare
I’istanza. Per poter caricare nello Storage un assembly occorre
firmarlo, I’apposizione della firma ad un assembly permette di
identificarlo in maniera univoca indipendentemente dal nome
dei file fisici che lo costituiscono. Questo € un elemento che
diventera di fondamentale importanza quando verra illustrata
I’infrastruttura che permette la mobilita.

D. Gestione del Servizio di Messaggistica

Il servizio di messaggistica & gestito da un opportuno
modulo che rende di fatto possibile la comunicazione tra
agenti attraverso scambio di messaggi (Messaging). Il modulo
di messaggistica mantiene una coda di messaggi per ogni
agente che é ospitato nella piattaforma in cui & installato il
modulo. All’atto della creazione di un agente il modulo
fornisce un opportuno client per il servizio di messaggistica.
Le specifiche di AgentService per I’'implementazione del
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modulo di messaggistica prevedono che sia garantito il
semplice servizio di scambio messaggi, ma e prevista come
funzionalita addizionale la possibilita da parte degli agenti di
usufruire delle conversazioni che forniscono un servizio di
comunicazione connesso tra due agenti. Il modulo fornito con
I’installazione di default della piattaforma offre nativamente
questo servizio. | messaggi che possono essere scambiati tra
due agenti oltre ad aderire alle specifiche fornite da FIPA in
tale ambito devono contenere oggetti serializzabili, requisito
fondamentale dal momento che due agenti risiedono in
Application Domain diversi.

I1l1. NozIONI DI MOBILITA

La mobilita & sicuramente una proprieta importante per gli
agenti cosi come per gli oggetti; cio € dovuto al fatto che la
mobilita del software & in grado di portare al sistema maggiore
robustezza, prestazioni, scalabilita ed espressivita [11]. Gli
agenti mobili sono quindi divenuti un paradigma per
strutturare applicazioni distribuite.

In letteratura € possibile trovare una definizione che
caratterizza in maniera sufficientemente esaustiva I’essenza di
un agente mobile [12, 13]: un’agente mobile & un’entita
software che esiste in un dato ambiente e possiede parte delle
caratteristiche dell’agente. Un agente mobile deve contenere
tutti i seguenti modelli: un modello di agente, un ciclo di vita,
un modello computazionale, un modello di sicurezza, un
modello di comunicazione ed infine un modello di
navigazione.

In particolare per quanto riguarda il modello di
navigazione, FIPA ha definito un adeguato ciclo di vita
dell’agente. Tale specifica estende il consueto ciclo di vita
prevedendo in pil lo stato transit e due azioni aggiuntive che
consentono rispettivamente di entrare e di lasciare tale stato
(move ed execute). Questo consente di rappresentare ogni
stato assumibile dall’agente nel contesto dell’AMS (Agent
Management System) [7]. L’agente stesso € in grado di
richiedere I’azione move, mentre & la piattaforma, attraverso
I’AMS, ad essere responsabile di completare la migrazione
eseguendo I’operazione di execute.

Gli agenti mobili richiedono naturalmente un opportuno
ambiente di run-time in grado di fornire un servizio di
trasferimento per essere spostati da un nodo ad un altro:
I’ambiente & costruito sopra ad un sistema host. Il compito
primario é fornire un ambiente in cui gli agenti mobili possano
operare. Essi devono poter comunicare tra loro sia localmente
sia in remoto in modo trasparente.

In letteratura c’e¢ una distinzione tra due differenti tipi di
mobilita basata sul fatto che lo stato dell’esecuzione sia 0 no
trasferito assieme all’unita di computazione [14]. | sistemi in
grado di fornire il trasferimento dello stato dell’esecuzione si
dice supportino la mobilita forte (strong mobility), al contrario
i sistemi che perdono lo stato dell’esecuzione durante il
trasferimento si dice forniscano una mobilita debole (weak
mobility). Nei sistemi in cui la mobilita e forte, la migrazione
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risulta completamente trasparente al programma trasferito,
mentre con la weak mobility ¢ richiesta un ulteriore sforzo di
programmazione per salvare manualmente parte dello stato
dell’esecuzione.

Ad esempio un semplice agente scritto come un Applet Java
fornisce mobilita del codice attraverso lo spostamento dei file
delle classi da un server web ad un browser, ma naturalmente
non vi sono informazioni associate allo stato. Al contrario in
Aglets [15], piattaforma basata su Java e sviluppata da IBM,
vengono trasferiti anche | valori delle variabili istanziate,
senza per0 tenere conto dello stack e del program counter.
Infine un esempio di mobilita forte ci viene fornito da Sumatra
[16], sviluppato presso I’Universita del Maryland, che
consente il trasferimento del contesto di run-time dei thread di
Java assieme al codice durante la migrazione.

IV. MOBILITA IN AGENTSERVICE

A. Introduzione

Il modello di agente su cui AgentService si basa, sembra
possedere tutte le caratteristiche richieste dalla definizione di
agente mobile, a partire dalla gestione del ciclo di vita che &
quella definita da FIPA.

AgentService implementa un modello di mobilita debole,
ma fornisce alcuni servizi aggiuntivi che possono consentire la
sua attuazione in maniera trasparente ai programmatori. L’idea
base € quella di sfruttare il modello di agente adottato da
AgentService trasferendo dell’agente solamente lo stato, vale
a dire le strutture dati contenenti le knowledge e lo stato dei
behavior. All’interno della piattaforma di destinazione le
attivita dell’agente possono essere riavviate in conformita a
cio che é indicato nello stato persistito dell’agente. Inoltre, il
framework fornisce agli sviluppatori un punto d’accesso per
controllare lo stato e le attivita dell’agente prima che riprenda
la sua esecuzione. | dettagli di questo processo sono analizzati
nella sezione seguente.

B. Implementazione

Grazie al sottostante modello di agente, la mobilita in
AgentService pu0 essere ottenuta con relativa facilita: la
separazione tra lo stato dell’agente e le sue attivita consente
una semplice implementazione del processo di migrazione.
Per poter schedulare le attivita di un agente, I’ambiente di run-
time di AgentService necessita dei dati che definiscono lo
stato dell’agente e degli assembly contenenti la definizione del
tipo di agente. Quindi, spostare un agente tra due installazioni
di AgentService implica, innanzi tutto, la presenza sulla
piattaforma di destinazione del dato tipo di agente
(AgentTemplate) all’interno dello Storage e richiede il
trasferimento dello stato dell’agente.

Una volta che I’agente € stato spostato € possibile riavviare
le sue attivita istanziando un nuovo agente del tipo specifico e
ripristinandone lo stato in maniera simile a cio che avviene per
un qualsiasi agente di AgentService dopo un crash o un
riavvio del sistema. Il ripristino dello stato implica quindi il
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caricamento degli oggetti knowledge trasferiti, la ricostruzione
delle conversazioni in corso e dei messaggi presenti nella coda
e I’attivazione di tutti i behavior in esecuzione quando
I’agente & stato fermato. Le informazioni sugli oggetti
knowledge e lo stato di ciascun behavior (ready, active,
suspended) sono tutto cid che veramente occorre per trasferire
un agente. Discorso a parte merita la gestione delle
comunicazioni e della reperibilita dell’agente mobile che &
trattata nel paragrafo successivo.

Il servizio di mobilita & implementato all’interno di un
modulo addizionale della piattaforma che si occupa di seguire
la migrazione dello stato dell’agente e, quando necessario, del
trasferimento dei relativi assembly. Quando un agente richiede
un’azione move, gli agenti AMS delle piattaforme coinvolte
contrattano la  possibilita di uno spostamento e

successivamente delegano al modulo di mobilita il
trasferimento.
La fase di contrattazione pud essere controllata

dall’amministratore della piattaforma in due differenti modi,
entrambi portano ad influenzare il comportamento dell’ AMS.
Il primo, quello pit semplice, consiste nella modifica, al
momento dell’installazione di AgentService, del file di
configurazione della piattaforma; attraverso questo & possibile
indicare se consentire 0 no I’hosting di agenti provenienti da
altre piattaforme e in maniera duale se permettere I’invio di
agenti verso altre piattaforme. Di default sono entrambi
negati. Come si vede questo meccanismo di controllo & molto
semplice, ma estremamente limitativo, € quindi necessario un
approccio che fornisca maggiore flessibilita e potere
decisionale.

Il secondo modo attraverso il quale € possibile controllare,
da parte dell’amministratore, la mobilita degli agenti consiste
nell’implementazione di due metodi specifici. Tali metodi
vengono invocati dall’AMS nel momento in cui si verifica la
necessita di prendere decisioni sul trasferimento di un agente.
L’ implementazione di default delle procedure si basa appunto
sulle informazioni contenute nel file di configurazione della
piattaforma, &, infatti, attraverso I’implementazione di default
che viene applicato il controllo descritto nel paragrafo
precedente. Ridefinendo invece tali metodi, & possibile
modificare da codice il comportamento dell’AMS riguardo
alla gestione della mobilita degli agenti nel contesto della data
piattaforma di appartenenza. Tale meccanismo consente di
personalizzare al meglio le decisioni, ma richiede, rispetto al
primo, un maggior sforzo per I’amministratore.

Discorso differente merita I’applicazione di politiche di load
balancing che sono analizzate nella sezione successiva.

Il processo di trasferimento di un agente puo quindi essere
attivato direttamente dall’agente stesso, attraverso I’invio di
una richiesta all’AMS, o in alternativa utilizzando I’interfaccia
di programmazione della piattaforma (IPlatformController):
gli amministratori della piattaforma possono decidere di
spostare agenti tra differenti installazioni di AgentService.
Attraverso I’IPlatformController anche altre applicazioni
software sono in grado di controllare la mobilita degli agenti
ed applicare ad esempio algoritmi di distribuzione del carico.
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C. Comunicazione e Reperibilita degli Agenti Mobili

Nel processo di trasferimento di un agente € importante
considerare come le comunicazioni, intrattenute dall’agente
mobile, possano proseguire in maniera trasparente al
programmatore anche una volta avvenuto il trasferimento. |
problemi di comunicazione e reperibilita sono legati al fatto
che gli agenti che hanno comunicazioni in corso con I’agente
mobile probabilmente saranno in possesso, relativamente ad
esso, di un agent identifier (AID) non aggiornato.

In AgentService la comunicazione tra agenti pud avvenire in
due differenti modi: attraverso I’invio o la ricezione di
messaggi semplici (one-shot) oppure tramite lo scambio di
messaggi nel contesto di una conversazione. Per garantire la
trasparenza, dal punto di vista dei programmatori, nelle
comunicazioni con agenti mobili si sono definite delle
specifiche aggiuntive per il modulo di messaggistica della
piattaforma. L’implementazione del modulo di AgentService
che decide di seguire tali specifiche deve garantire la corretta
gestione delle conversazioni anche in presenza di agenti
mobili. Tale problematica é risolta attraverso I’aggiornamento
delle strutture dati che sono alla base delle conversazioni ogni
qual volta che un agente coinvolto in una conversazione viene
trasferito. Cosi facendo entrambi gli agenti sono in grado di
continuare a scambiarsi messaggi nel contesto di una
conversazione in modo indipendente rispetto alla mobilita.

Per quello che concerne invece la comunicazione basata
sullo scambio di messaggi semplici, la reperibilita & garantita
attraverso I’utilizzo dei cosiddetti resolvers presenti negli AID
degli agenti. All’interno dell’AID di ciascun agente mobile
dovranno essere indicati anche gli AID degli AMS delle
piattaforme federate, vedi Sezione V, in modo che possano
essere contattati per avere il nuovo indirizzo dell’agente
trasferito.

D. Le Fasi del Processo di Mobilita

Le fasi del processo di trasferimento possono essere
riassunte come segue:

- contrattazione con la piattaforma di destinazione per la
mobilita dell’agente prendendo informazioni sullo Storage di
destinazione (la contrattazione avviene tra gli agenti AMS
delle rispettive piattaforme);

- blocco delle attivita dell’agente, persistenza del suo stato
e passaggio allo stato transit attraverso I’azione move (di
queste operazione si fa carico I’AMS della piattaforma di
partenza);

- se necessario, trasferimento degli assembly richiesti dal
dato Agent Template, tramite servizio ftp implementato nel
modulo di mobilita;

- trasferimento dello stato persistito (lo stato dell’agente
contenente tutti gli elementi della knowledge, i messaggi, le
conversazioni, I’AID e lo stato di ciascun behavior), tramite
servizio ftp implementato nel modulo di mobilita;

- creazione di un’istanza dell’agente sulla piattaforma di
destinazione, ripristino della knowledge, creazione degli
oggetti behavior posti nello stato in cui erano prima della
migrazione (di questa operazione si fa carico ’AMS della
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piattaforma di destinazione);

- invocazione del metodo Resume(...) per consentire al
programmatore di personalizzare la riattivazione dell’agente
(Resume & un metodo dell’Agent Template implementato dal
programmatore dell’agente che in questa fase viene invocato
dall’AMS);

- rilascio dell’agente e passaggio allo stato active
attraverso I’azione execute (I’AMS attiva I’agente e lo
scheduler della piattaforma manda in esecuzione i suoi
behaviour).

E. Aspetti di Sicurezza

Nelle precedenti sezioni abbiamo discusso dei requisiti
strutturali necessari ad implementare un’architettura per la
mobilita in AgentService. La sicurezza € un ulteriore requisito
che si aggiunge a tale architettura al fine di garantire che gli
agenti mobili portino avanti le loro attivita senza costituire un
pericolo per I’ambiente che li ospita. In particolare cio che si
vuole evitare & I’esecuzione arbitraria di codice trasferito
attraverso I’infrastruttura che permette la mobilita.

Un primo livello di sicurezza é fornito dallo Storage che
permette I’esecuzione di solo codice verificato: gli assembly
caricati nello Storage e quindi anche quelli trasferiti per
attuare la mobilita devono essere firmati. La firma di un
assembly ci fornisce una prima garanzia sul codice in esso
contenuto, in quanto ci permette di riconoscere qualcosa
identificato in precedenza. Tale livello di sicurezza pud anche
non bastare e per tal motivo Iarchitettura di AgentService
permette di personalizzare attraverso la gestione utenti
I’insieme dei permessi che sono associati ad un agente,
fornendo ad essi solo quei permessi che I’amministratore della
piattaforma ritiene necessario conferirgli. La gestione dei
profili utente all’interno di AgentService & implementata in un
opportuno modulo la cui installazione non é obbligatoria. Le
funzionalita avanzate di gestione della sicurezza sono percio
possibili solo in presenza di questo modulo. Questa & una
scelta che garantisce la massima flessibilita anche in tale
ambito: in contesti in cui non é richiesta una particolare
attenzione agli aspetti di sicurezza, I’amministratore della
piattaforma pud decidere se accettare la mobilita oppure no.
Nel caso in cui si voglia abilitare la mobilita, gli agenti ospitati
e trasferiti nella piattaforma verranno eseguiti con I’utente
predefinito, che disporra di un set di permessi associati al
corrispondente utente del sistema operativo su cui & installata
la piattaforma. In presenza del modulo di gestione utenti,
I’amministratore potra decidere se conferire agli agenti
trasferiti un predefinito profilo di sicurezza oppure se
richiedere che questi siano associati ad un particolare profilo
utente presente nel proprio insieme di utenti.

Osserviamo che la gestione della sicurezza attraverso i
profili utente & qualcosa che si sovrappone in modo del tutto
trasparente al normale ciclo di vita della piattaforma ad agenti:
il modello di agente adottato basato sugli Application Domain
permette, infatti, di conferire in maniera molto semplice un
particolare profilo utente con cui eseguire il codice in esso
contenuto. In mancanza di un’esplicita specifica del profilo
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utente questo viene ereditato dall’ Application Domain che lo
ha creato.

V. POLITICHE DI BILANCIAMENTO DI CARICO

A. Introduzione

La mobilita degli agenti pud essere vantaggiosamente
sfruttata per risolvere il problema della distribuzione del
carico in un a rete di entita computazionali: i sistemi multi-
agente sono in grado di decentralizzare la distribuzione del
carico computazionale. Infatti, un’applicazione complessa puo
essere suddivisa in parti autonome, ognuna delle quali
delegata ad un agente mobile. Ogni agente mobile ha il
compito di cercare il nodo/piattaforma nella rete a lui piu
conveniente. Durante I’esecuzione, gli agenti possono
spostarsi verso altri nodi dove vi sono risorse computazionali
disponibili per poter quindi meglio distribuire il carico.

In alternativa la gestione della distribuzione del carico pud
essere centralizzata per consentire I’applicazione di
politiche/algoritmi che siano in grado di forzare, quando

possibile, lo spostamento degli agenti. La scelta di
centralizzare le politiche di bilanciamento & volta ad
ottimizzare la distribuzione di carico dell’intero sistema

piuttosto che ad avvantaggiare il singolo agente.

B. Load Balancing Policy Module

Il bilanciamento del carico in AgentService € gestito dal
relativo modulo Load Balancing Policy Module (LBPM). Il
modulo fornisce un servizio di federazione di piattaforme per
creare un ambiente unico in cui gli agenti sono in grado di
muoversi. Per il trasferimento degli agenti, il LBPM sfrutta
naturalmente il servizio di mobilita offerto dal relativo
modulo. Per implementare correttamente il bilanciamento di
carico il modulo ha la necessita di accedere alle informazioni
che definiscono il profilo della piattaforma. In particolare
deve essere in grado di monitorare il numero degli agenti in
esecuzione ed ottenere informazioni pertinenti alle risorse
fisiche dell’host. Inoltre, potranno rivelarsi fondamentali al
modulo LBPM, ed in particolare alle politiche da esso
applicate, le informazioni relative al comportamento a run-
time del sistema multi-agente, come ad esempio il numero di
messaggi scambiati. La piattaforma é in grado di garantire ad
ogni modulo un contesto all’interno del quale € possibile sia
reperire informazioni riguardanti il suo profilo, sia registrarsi
agli eventi che scandiscono il ciclo di vita del sistema, ad
esempio I’attivazione di un agente.

Viste le considerazioni di cui sopra, il modulo LBPM é
quindi posto nella condizione di operare sulla mobilita
sfruttando tutte le informazioni messe a disposizione dalla
piattaforma. Inoltre, collaborando con i moduli LBPM
presenti su altre installazioni di AgentService, € in grado di
creare un quadro completo della situazione a run-time delle
piattaforme coinvolte nel processo di bilanciamento. Queste
piattaforme costituiscono, di fatto, una federazione che
determina i confini all’interno dei quali sono applicate le
politiche di bilanciamento.
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Di default, il LBPM fornisce due semplici politiche di
bilanciamento orientate alla distribuzione del carico: una
politica bilancia il numero di agenti tra le piattaforme, mentre
I’altra ha I’obiettivo di spostare nella stessa installazione di
AgentService gli agenti che interagiscono piu frequentemente.
In aggiunta il modulo & progettato per poter applicare nuove
politiche di bilanciamento definite dall’utente, caricabile
all’interno del modulo attraverso un’architettura a plug-in.

C. Processo di federazione delle piattaforme e
applicazione delle politiche di bilanciamento

L applicazione di politiche di balancing richiede, come
detto, la formazione di federazioni di piattaforme
AgentService. Occorre in pratica che le piattaforme coinvolte
siano in grado di conoscere i profili delle piattaforme federate
e vi sia un meccanismo centralizzato per lo spostamento degli
agenti in funzione della data politica che si vuole applicare. 1l
sistema di federazione utilizza un modello client/server.

In fase di installazione I’amministratore di sistema deve
indicare, attraverso uno specifico file di configurazione del
modulo LBPM, la piattaforma AgentService che svolgera le
funzioni di server. A questo punto le altre eventuali
installazioni di AgentService possono essere configurate come
nodi secondari e fare riferimento alla piattaforma server come
nodo primario, comunicando ad essa [I’adesione alla
federazione, tali comunicazioni avvengo attraverso il servizio
di messaggistica normalmente utilizzato dagli agenti. Una
volta creata una federazione & possibile per il modulo LBPM
del nodo primario (server) richiedere agli altri moduli le
informazioni sullo stato delle rispettive piattaforme. Avendo a
disposizione i profili delle piattaforme, il LBPM (server) € in
grado di applicare correttamente I’algoritmo di balancing
prescelto. Tale politica applicata, sulla base dei profili e
d’altre eventuali informazioni, determina una differente
distribuzione degli agenti tra le piattaforme.

La realizzazione della distribuzione degli agenti € controllata
dal modulo ed avviene ciclicamente attraverso le seguenti fasi:

- LBPM server interroga la politica richiedendo il
successivo agente da spostare (invoca il metodo
GetNextAgentToMove(...) sull’interfaccia ILBP);

- la politica, in base all’algoritmo di bilanciamento,
fornisce I’AID dell’agente da trasferire e I’identificativo
(PlatformDescription) della piattaforma di destinazione;

- LBPM server comunica al LBPM della piattaforma che
ospita I’agente di operare il trasferimento richiesto (la
comunicazione, come gia detto, avviene attraverso il modulo
di messaggistica standard di AgentService);

- LBPM client chiede quindi al locale modulo responsabile
del servizio di mobilita I’esecuzione fisica del trasferimento
(la comunicazione tra moduli e gestita dalla coda di comandi
della piattaforma);

- a trasferimento avvenuto il modulo client notifica al
LBPM server il successo dell’operazione;

- LBPM server aggiorna il profile delle piattaforme
coinvolte ed esegue un nuovo ciclo.

Si noti che il modulo LBPM prevarica il controllo dell’AMS
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sul ciclo di vita degli agenti. Il modulo, infatti, opera sulla
mobilita degli agenti senza effettuare alcuna richiesta
all’AMS, elude la fase di contrattazione tra gli AMS. Sebbene
questo violi in parte i principi della teoria degli agenti e le
direttive FIPA a riguardo, sembra accettabile che per esigenze
non strettamente legate alla comunita di agenti ma, ad
esempio, alle disponibilita delle risorse hardware, si possa
operare sulle infrastrutture degli agenti stessi in maniera quasi
trasparente all’AMS. In alternativa il coinvolgimento
del’AMS di ciascuna piattaforma per contrattare il
trasferimento degli agenti appesantirebbe eccessivamente il
protocollo di distribuzione degli stessi e rallenterebbe le
normali attivita degli AMS coinvolti.

Per un corretto funzionamento della politica di
bilanciamento € opportuno che la configurazione delle
piattaforme federate sia tale da non permettere ai singoli
agenti di spostarsi autonomamente. Tale vincolo evita
eventuali conflitti ed & facilmente imponibile attraverso il file
di configurazione dell’installazione di AgentService.

D. Definizione di nuove politiche di bilanciamento del

carico

AgentService permette al programmatore di definire nuove
politiche di balancing per la distribuzione degli agenti sulle
piattaforme. La definizione di una nuova politica risulta
un’operazione relativamente semplice: allo sviluppatore non
viene richiesto di modificare il modulo, ma solamente di
implementare una specifica interfaccia (ILBP) che deve
caratterizzare ogni politica di bilanciamento. Tale interfaccia
espone i metodi che le consentono di fornire al modulo i
trasferimenti da effettuare, di ricevere dallo stesso le
informazioni sui profili delle piattaforme federate e di essere
notificata degli eventi originatisi nella piattaforma host. Di
seguito viene presentata la struttura dell’interfaccia:

interface ILBP
{

PolicyDescription GetDescription();
void ConsumeEvent(PlatformEvent evt);
void GetNextAgentToMove(

out AID aid,

out PlatformDescription dest);
void AddProfile(PlatformProfile p);
void UpdateProfile(PlatformProfile p);
void RemoveProfile(PlatformProfile p);

}

Di particolare interesse e il metodo
GetNextAgentToMove(...) nel quale viene implementato
I’algoritmo di bilanciamento. Eventuali informazioni sui
comportamenti a run-time del sistema, I’invio di un messaggio
o la creazione di un agente, sono fornite dal modulo di
bilanciamento (LBPM) attraverso il metodo
ConsumeEvent(...).

La classe che implementa tale interfaccia dovra essere
inserita in un assembly della CLI e quindi aggiunta alle
politiche della piattaforma attraverso il relativo file di
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configurazione in fase d’installazione della stessa.

Una volta resa disponibile la nuova politica, il relativo
algoritmo  di  balancing  potra  essere  applicato
dall’amministratore  della piattaforma della federazione
attraverso le procedure gia descritte; file d’installazione o
interfaccia di programmazione della piattaforma del nodo
primario.

E. Test Case

L’infrastruttura per la gestione della mobilita € stata testata
con buoni risultati su una federazione di 10 piattaforme
AgentService.

Sono stati creati in maniera casuale sulle piattaforme della
federazione 100 agenti, la cui attivita principale ¢ data dal
semplice scambio di messaggi con i peer della comunita. Al
nodo primario & stata applicata la politica basata sulla
limitazione del numero di messaggi interpiattaforma
scambiati. Una volta definita la nuova distribuzione ed
effettuati i trasferimenti applicati dalla politica di
bilanciamento, il numero di messaggi interpiattaforma ¢
diminuito sensibilmente, ed & andato stabilizzandosi anche in
funzione di quegli agenti che modificavano il destinatario dei
loro messaggi, vedi Tabella I.

L’esito positivo del test relativamente alla politica applicata
& naturalmente dipeso dal tipo di attivita svolta dagli agenti
coinvolti, ma quello che si & voluto attestare & la bonta
dell’infrastruttura di  mobilita e dei meccanismi di
applicazione delle politiche di balancing, non tanto I’efficacia
degli algoritmi di balancing stessi. Questi ultimi dovranno
essere, in effetti, valutati ed eventualmente ridefiniti in
funzione del contesto applicativo della comunita di agenti su
cui andranno ad operare.

VI. CONCLUSIONI

L’architettura modulare di AgentService consente la
progettazione e I’implementazione di molte funzioni
aggiuntive ai normali servizi della piattaforma e I’integrazione
con essi. E possibile per tal motivo arricchire la piattaforma
con un’infrastruttura che garantisce la mobilita degli agenti
implementando tale funzionalita in un modulo. Il modulo della
mobilita implementa un servizio di mobilita debole con
persistenza dello stato che avviene in maniera del tutto
trasparente al programmatore dell’agente. La realizzazione di
un’infrastruttura ad agenti mobili piu robusta e sicura richiede
invece la collaborazione di tale modulo con altri componenti
della piattaforma che devono soddisfare alcuni requisiti; in
particolare ¢ stata sottolineata I’interazione con il modulo di
messaggistica che deve disporre di alcune funzionalita
aggiuntive rispetto alle specifiche richieste per tale modulo
dalla piattaforma AgentService. Allo scopo di fornire un
servizio piu sofisticato, il modulo di messaggistica dovrebbe
essere in grado di tenere traccia degli agenti che si sono
trasferiti e notificare agli agenti residenti nella piattaforma lo
spostamento di tale agente. Un modulo di messaggistica che
soddisfa i requisiti richiesti dalla mobilita permette inoltre il
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TABELLA I
ANDAMENTQ DEI MESSAGGL INTERPIATTAFORMA SCAMBIATI DURANTE IL
TEST
Tempo # Agenti # Messaggi
(secondi) Trasferiti Interpiattaforma |
0-60 0 2412
60-240 32 2157
240-420 9 1123

mantenimento delle conversazioni tra due agenti, anche se uno
di essi si trasferisce in un’altra piattaforma; tale operazione
viene effettuata in maniera del tutto trasparente agli agenti
stessi. Osserviamo che i servizi aggiuntivi richiesti dal modulo
che implementa la mobilita sono, di fatto, una violazione della
struttura modulare della piattaforma in quanto comportano un
debole accoppiamento con il servizio di messaggistica.
Occorre perd tenere conto del fatto che tali servizi sono
richiesti per implementare un’infrastruttura per la mobilita piu
sofisticata e che le funzionalita di base della mobilita sono
garantite indipendentemente dalla presenza o meno di tali
servizi. Poiché la scelta di dotare una piattaforma
dell’infrastruttura per la mobilita avviene molto spesso in fase
di installazione della piattaforma, I’accoppiamento debole con
il modulo di messaggistica non costituisce di fatto un
problema reale.

La presenza di un’infrastruttura per la mobilita permette di
arricchire la piattaforma con servizi sofisticati come ad
esempio la gestione del bilanciamento di carico tra piattaforme
federate. Tale funzionalita & nuovamente implementata
sfruttando i vantaggi dell’architettura  modulare di
AgentService: un opportuno modulo (LBPM) appoggiandosi
al servizio di mobilita, applica algoritmi di bilanciamento del
carico per la gestione delle risorse hardware. Le politiche di
bilanciamento fornite di default si basano sul numero dei
messaggi scambiati e sul numero degli agenti presenti in una
piattaforma ma ¢ possibile estendere tali politiche definendo
regole personalizzate.

Il processo di trasferimento degli agenti € stato testato con
esiti positivi assieme alla funzionalita di bilanciamento del
carico. Si € osservato che [I’aspetto piu oneroso per
I’architettura di AgentService é dato dallo spostamento dagli
assembly contenenti la definizione dei tipi di agenti
(AgentTemplate). Tale trasferimento non avviene sempre,
esso dipende dal tipo applicazione, ma in ogni caso dovrebbe
essere abbastanza limitato, in quanto normalmente si tende ad
avere applicazioni con piu agenti dello stesso tipo o
perlomeno a riusare i loro elementi base, knowledge e
behavior, vista la modularita del modello di agente adottato da
AgentService.

Una limitazione di cui soffre I’infrastruttura per la mobilita
qui descritta € la mancanza di interoperabilita con altre
piattaforme che non siano installazioni di AgentService, Jade
[10] in particolare. La realizzazione di un’infrastruttura per la
mobilita tra piattaforme di diversa natura &, di fatto, un aspetto
molto difficile da concretizzare in quanto occorre superare i
problemi dovuti alla differenza delle tecnologie utilizzate,
delle architetture implementate e del modello di agente
adottato nelle diverse piattaforme.
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Abstract—In this paper, a generic architecture, designed to goal-directed behavior in order to satisfy a design objecti
support the implementation of applications aimed at manag- (iv) social ability, to interact with other agents according to
ing information among different and heterogeneous sources, the syntax and semantics of some selected communication

is presented. Information is filtered and organized according . L o L .
to personal interests explicitly stated by the user. User pro- language; (vjlexibility, to exhibit reactivity, proactiveness, and

files are improved and refined throughout time by suitable Social ability simultaneously [24]; (vipersonalizationto per-
adaptation techniques. The overall architecture has been called sonalize the behavior to fulfill user’s interests and prfiees;
PACMAS, being a support for implementing Personalized, Adap- (vii) adaptation to adapt to the underlying environment by
tive, and Cooperative MultiAgent Systems. PACMAS agents are |aaring how to react and/or interact with it; (vigpoperation
autonomous and flexible, and can be made personal, adaptive and, . . . .
cooperative, depending on the given application. The peculiarities to mteract W_'th other agents.ln order to achieve a common
of the architecture are highlighted by illustrating three relevant 9oal; (ix) deliberative capability to reason about the world
case studies focused on giving a support to undergraduate and model and to engage planning and negotiation, possibly in
graduate students, on predicting protein secondary structureand  coordination with other agents; (xhobility, to migrate from
on classifying newspaper articles, respectively. node to node in a local- or wide-area network.
In this paper, we present a generic multiagent architecture
designed to support the implementation of applicationsedim
Accessing the widespread amount of distributed infornmatieat: (i) retrieving heterogeneous data spread among differe
resources, such as the World Wide Web (WWW), entails redources (i.e., generic html pages, news, blogs, forums, and
evant problems (e.g., “information overload” [19]). Moveo, databases), (ii) filtering and organizing them accordingeo
different users are typically interested in different padf sonal interests explicitly stated by each user, and (idyjting
the available information, so that personalized and e¥fect adaptation techniques to improve and refine throughout time
information-filtering procedures are needed. Softwaren&gethe profile of each selected user.
have been widely proposed for dealing with this kind of Each agent is autonomous and flexible, and may implement
information retrieval and filtering problems [13] [8] [1523]. (one or more of) the following capabilities: personaliati
From our perspective, assuming that information sourcggaptation, and cooperation. The overall architecturebkas
are a primary operational context for software agents, tealled PACMAS, being designed to support the implementa-
following categories can be identified focusing on theirc#fie  tion of Personalized, Adaptive, and Cooperative MultiAgen
role: (i) information agents able to access to informationSystems. The PACMAS architecture can easily give rise to
sources and to collect and manipulate such information, [18pecific systems by (1) identifying the characteristics haf t
(ii) filter agents able to transform information according todataflow that occurs from information sources to users (and
user preferences [18], (iifask agentsable to help users to vice versa), and (2) customizing each involved agent aatgrd
perform tasks by solving problems and exchanging informe its actual role and capabilities.
tion with other agents [10], (iv)nterface agentsin charge  The remainder of this paper is organized as follows: In
of interaCting with the user such that she/he interacts Wigbction 2 the Persona”zed, Adaptive, and Cooperative ar-
other agents throughout them [17], and (wjddle agents chitecture, called PACMAS, is depicted. In Section 3, three
devised to establish communication among requesters a@de studies are presented, each one customized for aspecifi

providers [7]. Although this taxonomy is focused on a quitgpplication. Section 4 draws conclusions and future work.
general perspective, alternative taxonomies could be efifin

focusing on different features. In particular, one may fon Il. THE PACMAS ARCHITECTURE

capabilities rather than roles, a software agent being tble

embed any subset of the following capabilities: gi)tonomy PACMAS is a generic multiagent architecture aimed at
to operate without the intervention of users; (@activity, to retrieving, filtering and reorganizing information acciogl
react to a stimulus of the underlying environment accordinig users’ interests. PACMAS agents can be personalized,
to a stimulus/response behaviour; (ppactivenessto exhibit adaptive, and cooperative, depending on their specific role

I. INTRODUCTION
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Fig. 1. The PACMAS Architecture. At the mid-span level, agents are aimed at establishing com-
munication among requesters and providers. In the litezatu
. several solutions have been proposed: e.g., blackboardsage
PACMAS Macro-Architecture matchmaker or yellow page agents, and broker agents (see

The overall architecture (depicted in Figure 1) encompasd€] for further details). In the PACMAS architecture, agent
four main levels (i.e., information, filter, task, and irfeexre), at the mid-span level can be implemented as matchmakers or
each being associated to a specific role. The communicatiamokers, depending on the specific application.
between adjacent levels is achieved through suitable middl ] ]
agents, which form a corresponding mid-span level. PACMAS Micro-Architecture

Each level is populated by a society of agents, so that com-Keeping in mind that agents may be classified along several
munication may occur both horizontally and vertically. Thédeal and primary capabilities that they should embed, let
former kind of communication supports cooperation amongs first recall the agent taxonomy proposed in [20]. In such
agents belonging to a specific level, whereas the latterstgpp taxonomy, three primary capabilities have been identified:
the flow of information and/or control between adjacent leveautonomy, learning, and cooperation (see Figure 2-a). tn ou
through suitable middle-agents. view, agents are always autonomous and flexible, hence we

At the information level, agents are entrusted with exirgct deem that autonomy should not be explicitly listed in a
data from the information sources. Each information agediagram. On the contrary, we claim that personalizatiorukho
is associated to one information source, playing the role taken into account as a primary feature while depictieg th
of wrapper. Upon extraction, the information is then madeharacteristics of software agents, the resulting taxgn@m
available to the underlying filter level. depicted in Figure 2-b.

At the filter level, agents are aimed at selecting infornratio As for personalization, an initial user profile is provided
deemed relevant to the users, and cooperate to prevert inforform of a list of keywords, representing users’ interests
mation from being overloaded and redundant. Two filteringhe information about the user profile is stored by agents
strategies can be adopted: generic and personal. The forimelonging to the interface level. It is worth noting that,
applies the same rules to all users; whereas the latter is cias exhibit personalization, filter and task agents may need
tomised for a specific user. Each strategy can be implemeniefbrmation about the user profile. This flows up from the
through a pipeline of filters, since data undergo an incr¢ateninterface level to the other levels through the middle-span
refinement process. The information filtered so far is thdevels. In particular, agents belonging to mid-span leyiets,
made available to the task level. middle agents) take care of handling synchronization and

At the task level, agents arrange data according to useasoiding potential inconsistencies. Moreover, the usbab®r
personal needs and preferences. In a sense, they can be iotracked during the execution of the application to suppor
sidered as the core of the architecture. In fact, they aretddv explicit feedback, in order to improve her/his profile.
to achieve users’ goals by cooperating together and adpptin As for adaptation, a model centered on the concept of
themselves to the changes of the underlying environment.“mixtures of experts” has been employed. Each expert is im-
general, they can be combined together according to differ@lemented by an agent able to select relevant informatien ac
connection modes, depending on the specific application. cording to an embedded string of feature-value pairs, featu

At the interface level, a suitable interface agent is asdedi being selectable from an overall set of relevant featuréaekd
to each different user interface. In fact, a user can gegerdior the given application. The decision of adopting a subset
interact with an application through several interfacesl amf the available features has been taken for efficiency regso
devices (e.g., pc, pda, mobile phones, etc.). Interfacatagebeing conceptually equivalent to the one usually adopteal in
usually act individually without cooperation. On the othetypical GA-based environment [11], which handles also dont
hand, they can be personalized to display only the infomnaticare symbols. The system starts with an initial populatibn o
deemed relevant to a specific user. Moreover, in complex agxperts, during the evolution of the system further experts
plications, they can adapt themselves to progressivelyaugp are created according to a covering, crossover, or mutation
their ability in supplying information to the user. mechanism.
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o140 400 a 1 0o o taxes, and student tutoring. On the other hand, students be-
> € € € ; b — & —§ longing to different courses are interested in differesstns
\ / ‘ SN S and exams. For example, a student attending the MSc in
! Computer Science may be interested in @igject Oriented
- : : Programming Languagesdourse rather than in tHerocessors
4 and Embedded Systems Architectuwas. Similarly, a student
ity Fleeling sl attending the MSc in Digital Microelectronics may be inter-
ested in theProcessors and Embedded Systems Architectures
Fig. 3. Agents Connections. course rather than i@bject Oriented Programming Languages
| one. Typically, a student in search of relevant information
about her/his University activities browses web sites, and
As for cooperation, agents at the same level exchangsmds announcements from forum and news services. This is
messages and/or data to achieve common goals, according tepetitive and boring task that can be automated. From our
the requests made by the user. Cooperation is implemengsispective, personalization and adaptation represesidtied
in accordance with the following modes: centralized compealue of such an automated system.
sition, pipeline, and distributed composition (see Fig8je Implementation:Using PACMAS, we developed a system
In particular: (i) centralized compositions can be used falevoted to support undergraduate and graduate students in
integrating different capabilities, so that the resultiavior their University activity at the Department of Electricaich
actually depends on the combination activity; (ii) pipekrcan Electronic Engineering (DIEE) of the University of Cagliar
be used to distribute information at different levels ofteds:  Let us note that supporting students involves severalitietiv
tion, so that data can be increasingly refined and adaptéeto information extraction, information retrieval and filteg, in-
user’s needs; and (iii) distributed compositions can beltse formation processing, and results presentation. Eachitgcti
model a cooperation among the involved components aimectatresponds to a suitable level of the PACMAS architecture.
processing interlaced information. The most importannforf Information Extraction.It is carried out at the information
cooperation concerns the “horizontal” control flow thatursc level by information agents that play the role of wrappers,
between peer agents. For instance, filter agents can ihted®vised to process information sources. Each wrapper is
in order to reduce the information overload and redundangpecialized for dealing with a specific information source:
whereas task agents can work together to solve problems thaf., web pages, forums or news services. In the current

require social interactions to be solved. implementation, information agents are not personalined,
adaptive, and not cooperativé’ AC). Personalization is not
[ll. CASE STUDIES supported, since information agents are aimed at retgevin

In order to highlight the peculiarities of the architecturdformation potentially relevant to all students, regessi of
three relevant case studies are presented. The first ondNfr personal interests and preferences. Adaptatiorsaradt
focused on giving a support to undergraduate and gradugt®Ported, being the system mainly concerned with changes
students; the second one is concerned with the problem bfUSers needs rather than in the underlying env_lron?nen_t
predicting protein secondary structure; and the third ane ¢0OPeration is also not supported, cause each information
devoted to classify newspaper articles. agent is dgvoted tq wrap a dlffergnt |n'format.|on source.

All the proposed case studies have been implemented usinénformanon Retneval anc_J Filteringlt |s_carr|ed out zit the
Jade [4] as the underlying framework. filter Ieyel. In particular, th|s_ level c_ontalns a set of rmi

dancy filters” (one for each information source), an antirap
PACMAS for Supporting Students in University Activities filter agent and a population of personal filter agents (ome fo
_ _ . each user of the system). Redundancy filters cooperatehtrget

This case study is focused on giving a support t0 undgf remove the redundancy of data provided by the informa-
gradugte _and graduate stu.dehts ] ] ) tion sources (throughout the information agents). Reduecyla

Motivation: Let us consider a typical University Departsjjers are not personalized, not adaptive, and cooperative
ment. It generally makes available the information aboy40y similarly to information agents, personalization and
courses, seminars, exams, professors, and students erediff 54,ntation are not required. On the other hand, cooperation
areas: web sites, forums, and news (NNTP) servers. Al therequired to prevent the information from being redundant
relevant mformanon is spread on the department portal, qie anti-spam filter is not personalized, not adaptive, atd n
the web site of each course, and on the pgrsonal .page.of e@&@perative PAC)3. Being not dependent from a specific stu-
professor. Furthermore, each professor might activatthiser yont it filters the same information by removing undeseabl

news and forum service. Some of the information potentiallyntents according to a rule-based mechanism. Persopas filt
interests all students, such as lesson timetables, exags,dat

2In this particular case the variability of the informatiorusces
1This work has been partially funded by the Italian MinistfyUniversity 3In the current release of the system anti-spam agents angenwiitted to
and Research under the program PRIN 2B@&rammi di Ricerca Scientifica implement adaptation, although in principle this property rhaysupplied in
di Rilevante Interesse Nazionale a future release.
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any feedback provided by the user can be exploited by the
adaptive mechanism to improve the user profile. Interface
agents are personal, adaptive, and not cooperafé()).
Personalization is required to allow each student the cus-
tomization of her/his interface. Adaptation is supportgEdce

an interface agent must adapt to the changes that occur in
the preferences and interests of the corresponding student
Cooperation is not supported by agents that belong to this
architectural level.

PACMAS for Predicting Protein Secondary Structures

In this section we briefly describe an application concerned
_ o with the problem of predicting protein secondary structure
Fig. 4. JSP graphical interface. using PACMAS (for further details see [2]).

Motivation: Difficulties in predicting protein structure are
mainly due to the complex interactions between differemtspa
of the same protein, on the one hand, and between the protein

imposed by the corresponding student or to a change 1R the surroundling environment, on the qther hand. Ag'tuall

occurs in the curriculum of the student. As for adaptatiofo™e_ conformational structures are mainly determined by

they are able to progressively adapt their filtering caytids! local interactions between near residues, whereas others a

according to the choices performed by the correspondiﬂge t?] d|st§1_nt |rr1]te:(act|or?s in the same protein. lg/greover,

student during the lifetime of the agent. Cooperation is nf tW't, stan ing t € act that primary Sequences are 6y

supported; in fact, in the current release of the systemy Orﬁontam all information necessary to determine the comgdp

a specific support for implementing voting policies accogdi N9 Structure [1], recent studies demostrate that manyeprst

to the guidelines of GA-based systems is supplied. fold into their proper three-dimensional structure witk tielp
Information Processinglt is carried out at the task level, Of molecular chaperones that act as catalysts [9], [12]. The

where agents are devoted to perform different tasks acru_zprdPrOblem of identifying protein structures can be simpliftpd

to the requirements imposed by the corresponding user. cmnsidering only their secondary structure; i.e. a linabeling

particular, each task agent is customized for a specific targpresenting the conformation to which each residue bslong

(e.g., lessons timetable, seminars, and exams scheduIiII@' Thus_, se_condgry structure_ is an abstract_ view of amino
Agents belonging to the task level exploit a model center Id chains, in which each residue is mapped into a secondary

on the concept of “mixtures of experts’, each expert beirfjpnabet usually composed by three symbols: alpha-heix (

implemented by an agent. The system supports each user fig-sheet/q), gnd randpm—pmk{). .

a specific population of experts, handled in accordance with!MPlementation:Keeping in mind that the PACMAS archi-
the basic guidelines of online systems, expecially the ont&Cture encompasses several levels, each one hosting & set o
that characterize evolutionary environments. Task agards agents, in the fo!lowmg, we illustrate hOW. eaf:h level suppa
personalized, adaptive, and cooperative (PAC). Persmiimin '€ iImplementation of the proposed application.

is required since different behaviors are associated ferdiit A\t the information level, agents play the role of wrappers,
students. Adaptation is required since they adapt themsel!NiCh —in our view— can be considered a particular kind of
to the needs of the corresponding student through a Gﬂ;ers, devised to process information sources. Each venaigp

based feedback mechanism. Cooperation is required siage fgssociated to one informatign source: (i) the selecteditma
usually need other task agents to successfully achieve thit (the TRAIN database), (i) the test set (the R126 dagbas
own goals. and (iii) a database containing information about the domai

Results Presentationtt is carried out at the interface level,Knowledge (the AAindex database). Datasets are briefly sum-
through agents aimed at interacting with the users. Agefii@ized in Table I. In the current implementation, inforoat
and users interact through a suitable graphical interfaae t29€Nts are not personalized, not adaptive, and not coaygerat
can be run on several devices, including mobile phones.(ﬁhorﬂyPAC)' Personalization is not supported at this level,

different interface agent has been associated to eacheddic SiNce information agents are only devoted to wrap the detase
the current implementation, the system embodies a graphifgntaining proteins. Adaptation is also not supportedgesin
interface that runs on several devices, including MIDP 1_|aformat|on sources are invariant for the system and are not

compliant devices, and JSP web pages (as the one showffSfI-dependent. Cooperation is also not supported by the
Figure 4J. information agents, since each agent retrieves informatio
Interface agents are also devoted to handle user profile 4fin_different sources, and each information source has a

propagate it by the intervention of middle agents. Furtieeayn SPECIfic role in the chosen application. ,
At the filter level, agents embody encoding methods. Let

4Available at: http://iascw.diee.unica.it/PacmasWWw us briefly recall that encoding methods play an importarg rol

are personalized, adaptive and not cooperati#el@). As
for personalization, they are sensible to any explicit ¢jgan
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TABLE | . . .
expert strength in the voting mechanism. It may depend on
INFORMATION SOURCES FOR PREDICTING PROTEIN SECONDARY . . .
STRUGTURES several features, including(x), the overall fithess of the cor-

responding expert, and the reliability of the predictiordmay
[ Dataset | Description | the embedded predictor. It is worth noting that matchingtmzn
TRAIN [ It has been derived from a PDB selection obtained|by “flexible”, meaning that the matching activity returns aueal
removing_short proteins (less thar_l 30 aminoacids), and with [0,1] rather than “true” or “false”. In this case, only ims
a resolution of at least 2.8\. This dataset underwent . .
homology reduction, aimed at excluding sequences with such thatg(z) > o will be processed by the corresponding
more than 50% of similarity. The resulting training set embedded predictor(being a system parameter). Task agents
co_r:jssists of 1180 sequences, corresponding to 282,303 aninogre not personalized, adaptive, and cooperative (Shﬁl‘/ﬂﬂ).
R126 ﬁc;]as: been derived from the historical Rost and Sander’s Personalization is not required, since task agents exttibit
protein dataset (RS126) [22], and corresponds to a total of Same behaviors for all the users. Adaptation is required.esi
23,363 amino acids (the overall number has slightly varled agch expert is suitably trained through a typical evoluign
- over the years, due to changes and corrections in the I-DDE”')behavior Cooperation is required, since they usually need
AAindex | It contains information about hydrophobicity, dimensian, ' '
charge and other features required for evaluating the given Other task agents to successfully achieve their own goals.
metrics. In the current application eight domain-specffic At the interface level, agents are aimed at interacting with
metrics have been devised and implemented. A sample o\ sor |n the current implementation, this kind of agents
metrics is: Check whether hydrophobic amino acids octur !
in a window of predefined length according to a clgar has not been developed. Nevertheless, we are investigating
periodicity, whose underlying rationale is that sometimes how to implement a flexible behavior at the user side. In
hydrophobic amino acids are regularly distributed along . . . . L
alpha-helices. particular, a suitable web interface is under study. Wessomi
an interface personalized for each user, in which the user ca
input a protein to be predicted also being given the possi-
bility of selecting the encoding technique to be appliede Th
in the prediction of protein secondary structures. In féwty resulting information agents will be personalized, adapti
describe the chemical-physics properties of aminoacithéele ang not cooperative (shortl? AC). Personalization will be
more interesting for the prediction. Several populatioffiiter required in order to allow each user to customize the user
agents have been implemented, each of them performingngerface. Adaptation will be required, since agents caualapt
different encoding techniques: one-shot, substitutiotrioes, themselves to the changes that occur in the user preferences
multiple alignment algorithms, and a techique that combingooperation will not be required by the agents belonging to
the specificity of the multiple alignment technique with thenis architectural level.
generality of the substitution matrices. Personalizationot As for the mid-span levels, the corresponding middle agents
supported by filter agents, since they always embody tBghibit a different behavior depending on the mid-spanlleve
same encoding methods for all users. Adaptation is also RRht they belong to. In particular, let us recall that, in the
supported either, since encoding methods do not changegdulbACMAS  architecture, there are three mid-span levels, one
the application. Cooperation is supported by filter ageass, petween information and filter levels (in the following, IF
some implemented encoding methods brings together sevesgk|), one between filter and task levels (in the following,
algorithms (e.g., the encoding method that combines meiltig=T |evel), and one between task and interface levels (in the
alignment with substitution matrices). following, Tl level). In this specific application persoiztion
At the task level, a population of task agents, which are tlaad adaptation are not supported by middle agents, since
core of this case study, perform the protein secondarytstreic they are only devoted to connect together agents belonging t
prediction. The “internals” of each task agent is based en thdjacent levels. Cooperation is supported by agents bielpng
micro-architecture proposed for the NXCS-Experts [3].th ito the IF and the FT levels, since in the training phase they
basic form, each NXCS expedttcan be represented by a tripleare used to verify the prediction.
(g, h,w), where: (i)g is a “guard” devised to check whether . o
an inputx can be processed or not, (i) is an embedded PACMAS for Newspaper Articles Classification
predictor whose activation depends g(x), and (iii) w is In this section we briefly describe the case study concerned
a weighting function used to perform output combinatiorwith the problem of classifying newspaper articles using
Hence, the output oE coincides withh(x) for any input PACMAS (see [6] for details).
x “acknowledged” (i.e., matched) by, otherwise it is not  Motivation: All the information sources belonging to the
defined. Typically, the guard of a generic NXCS classifier is WWW make it hard for users to choose the most suitable
implemented by an XCS-like classifier, able to match inputecording to their interests. Finding useful informatioh o
according to a set of selected features deemed relevariidor personal interest has become difficult for Internet usels: |
given application, whereas the embedded predictoonsists ally, users should be able to take advantage of the wide
of a feed forward ANN, trained and activated on the inputsinge of available information while being able to find the
acknowledged by the corresponding guard. In the daseone she/he is interested in. In particular, manually silgct
contributes to the final prediction (together with otherextg), newspaper articles is quite difficult or not feasible withie
its output is modulated by the valugx), which represents the time constraints common for most users also considering tha

1%
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the results could not perfectly fit with the user interestm8 %RAINING
systems try to perform that task automatically, performing | <im 1 s fomi remiies e
content-based filtering. In particular, software agent&hmeen Tassanomia |t e O I |

:_J Parametro KM r7_

widely proposed for retrieving information from the web ( || S |
[23], [16], and [5]). ;

Implementation: At the information level, agents play the e e e
role of wrappers, each one being associated to a differen 0 2 40 60 8 100
information source. In particular, in the current impleragion TEST
a set of agents wraps databases containing italian newspapg " """
articles®. Furthermore, an agent wraps the proposed taxonomy oo vmers 21 o] Sipetes|
that is a subset of the one proposed by the International eahie i = ]
Press Telecommunications Coungilinformation agents are | s amcon
not personalized, not adaptive, and not cooperative (short [aatase et
PAC). Personalization is not supported at this level, since
information agents are only devoted to wrap information |,
sources. Adaptation is also not supported, since we assum
that information sources are invariant for the system and
are not user-dependent. Cooperation is also not suppoyted b
the information agents, since each agent retrieves infiioma
from different sources.

At the filter level, a population of agents manipulates
the information belonging to the information level through
suitable filter strategies. First, a set of agents removes al Fig. 5. Interface for the newspaper articles classifyingtesy.
non-informative words such as prepositions, conjunctipns-
nouns and very common verbs by using a standard stop-word
list. After stop-words removal, a set of agents performsenst €ach other in order to achieve their goals.
ming algorithm [21] to remove the most common morpholog- At the interface level, agents are aimed at interacting with
ical and inflexional endings from words. Then, for each ¢lasée user. In the current implementation, agents and users
a set of agents selects the features relevant to the clasigific interact through a suitable graphical interface that runs o
task according to the information gain methbdrilter agents a pc (see Figure 5). Interface agents are also devoted to
are not personalized, not adaptive, and cooperative (ghoftandle user profile and propagate it by the intervention of
PAQC). Personalization is not supported at this level, since thgiddle agents. Interface agents are personal, not adaptide
adopted filter strategies are user-independent. Adaptasio not cooperative (shortly? AC). Personalization is required
also not supported, since the adopted strategies do nogehali® allow each user the customization of her/his interface. |
during agents activities. Cooperation is supported by fter fi the current implementation adaptation is not supported, bu
agents, since agents cooperate continously in order torperf in general an interface agent might adapt to the changes that
the filtering activity. occur in the preferences and interests of the corresponding

At the task level, a population of agents have been deveiser. Cooperation is not supported by agents that belong to
oped, each one embedding-&IN classifier®. Each agent has this architectural level.
been trained in order to recognize a specific class, and it is .
also devoted to measure the classification accuracy acg)roP IScussion
to the confusion matrix [14]. Task agents are not persoedjiz  The peculiarities of the architecture have been highlighte
adaptive, and cooperative (shortjyAC). Personalization is by depicting three relevant case studies. Table Il showstage
not supported at this level, since, in the current implementand their capabilities for the proposed case studies. licpar
tion, the adopted classification strategies are user-grugnt. lar, the added value of the proposed approach is that PACMAS
Adaptation is supported by the task agents since they léarn agents are polymorphic in the sense that they can exhibit a
classification rules during their life. Cooperation is sopgpd different behavior depending on the specific application in
by the task agents, since agents sometimes have to intekdaich they operate.

Parametri comuni {training e test)

Categoria

SIn general they may wrap any web sites containing newspapietear IV. CONCLUSIONS AND FUTURE WORK

(eg?h{tg?/m?;\tf%?gfrs) In this paper a generic architecture designed to support

7It measures the number of bits of information obtained for aateg th€ implementation of applications aimed at managing nfor
prediction by knowing the presence or absence of a term incardent. mation among different and heterogeneous sources has been
8The k-nearest neighbor is a classification method based upon\aiiser presented. Information is filtered and Organized accordting
features. The algorithm selects a set which containscthearest neighbours . . .
and assigns the class label to the new data point based upamot numerous personal Interests epr|C|tIy stated by the user. Userlpmare
class with the set. improved and refined throughout time by suitable adaptation
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TABLE I [13]
AGENTSCAPABILITIES
Agents Case study 1 Case study 2 | Case study 3
Information| PAC PAC PAC [14]
RedundancyPAC
Filter Anti-spam: PAC PAC PAC
Personal:PAC (5]
Task PAC PAC PAC [16]
Interface | PAC PAC PAC
IF: PAC
Middle PAC FT: PAC PAC
TI: PAC [17]
[18]

techniques. The overall architecture has been called PAGMA

being a support for implementing Personalized, AdaptivEl
are

and Cooperative MultiAgent Systems. PACMAS agents

autonomous and flexible, and can be personalized, adapfR@

and cooperative depending on the implemented applicatiorbl]
As for the future work, we are investigating how to improve

the intelligent capabilities of agents with more complexrie [22]
of personalization, adaptation, and cooperation. Moredtie 23]
possibility to implement further intelligent applicat®msing

PACMAS is currently under study. 4]
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Abstract—In this paper, a multiagent system for supporting plicitly dealing with text categorization are presentedjdther

users in retrieving information from heterogeneous data sources with some experimental results; Section VI draws conchssio
and classifying them according to users’ personal preferences, and points to future work.

is presented. The system is built upon PACMAS, a generic
architecture that supports the implementation of Personalized,
Adaptive, and Cooperative MultiAgent Systems. Preliminary tess Il. AGENT-BASED SYSTEMS FORINFORMATION
have been conducted to evaluate the effectiveness of the gyt RETRIEVING

in retrieving and classifying newspaper articles. Results show an .
avarage accuracy of about 80%. Several multiagent systems have been proposed to support

the user in the task of retrieving information from the web.
I. INTRODUCTION Among them let us recall NewT [16], Letizia [13], Web-
. . . . . Watcher [3], and SoftBot [7].
The information available on the WWW is continuously NewT [16] is designed as a collection of information

growing from different points of view: information sourcesﬂ fing interface agents. Interface agents are intafiicand
are increasing, topics discussed are becoming more and me% 9 9 ) 9 W
ti%nomous computer programs, which learn users’ prefer-

heterogeneous, and stored data has reached a considefab d act their behalf. Thi ¢ K d
size. It has become a difficult task for Internet users E)nces and act on their benhalt. This system uses a keyword-

select contents according to their personal interestecesfy ra}ssdnflltefrln%slgcl)(nt?]rg. Tzetilearlnlnrgi]thn:nechan|sms used are
if contents are continuously updated (e.g., news, newsr;pap%e ance feedback and genetic algo s .
Letizia [13] is a user interface agent that assists a user

articles, reuters, rss feeds, blogs, etc.). Unfortunateadi- ; - i
tional filtering techniques based on keyword search armoﬂgrowsmg the World Wide Web. .The quel fidopted by th_|s
tem is that the search for information is a cooperative

inadequate to express what the user is really searching " betw the h q intellicent Softw.
Furthermore, users often need to refine by hand the achiev&gUre between the numan user and an intefligent software

results agent. Letizia and the user both browse the same search space

Supporting users in handling with the enormous an(g\l/'\?kbevtillwer? do;qment_s,flookm_g for mtehrestmg r(])nefs.”
widespread amount of web information is becoming a primar ebWatcher [3] is an information search agent that follows

issue. To this end, an automated system able to retri b hyperlinks according to users’ interests, returningst |

information from the Internet, and to select the contenddlye of interesting links to the user. . . . .
deemed relevant for the user, through a text categorizatior]” CONntrast to systems for assisted browsing or information

process, would be very helpful. retrieva_ll, the SoftBo_t [7] accepts high level user goals and

In the literature, software agents have been widely prapos%ynam'ca”y synthesae_s the appropriate sequence qfrieiter
for retrieving information from the web (see for example [ggommands using a suitable ad-hoc language to satisfy those
[7] [11]). Furthermore, several machine learning techagu oa]s. . .
have been applied to text categorization (see [18] for dildeta  Finally, let us point out that current web search engines
comparison). bas_lcally rely only on purely syntactical textual mfor_mmt

In this paper, we focus on the problem of retrieving articld§tieval- There are only a few approaches that try to itiegr
from italian online newspapers, and classifying them usirj’i(‘,fet of different and specialized sources, but unfortiynitte
suitable machine learning techniques. In particular, wic IS very difficult to maintain and to develop this kind of syste
the PACMAS architecture [2] to build a personalized, adepti [91.
and cooperative multiagent system.

The outline of the paper is organized as following: in
Section Il some related work on agent-based information The main goal of text categorization is to classify docuraent
retrieving is briefly recalled; Section Il briefly illusties the into a set of predefined categories. Each document can be
text categorization proble; Section IV sketches the PACMAIB multiple or exactly one category. Using machine learning
architecture; In Section V, all customizations deviseddr+ the objective is to learn classifiers from examples, which

Ill. TEXT CATEGORIZATION
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perform the category assignments automatically, accgrttin ‘( C C ) @TH Information Sources
a supervised learning approach. ST T ﬂ **********
A major characteristic, or difficulty, of text categorizati

problems is the high dimensionality of the feature space. A bl

The native feature space consists of the unique terms (words FILTER LEVEL

or phrases) that occur in documents, which can be tens or ‘ TASK LEVEL 7”‘1"'5""“ LEVELS
hundreds of thousands of terms, even for a moderate-sizxed te ‘

collection. This is prohibitively complex for many leargin INTERFACE LEVEL

algorithms. Thus, the first step in text categorization is to ﬁ

transform documents into a representation suitable for the User

underlying learning algorithm and the classification task.
After counting the number of occurences of a wosd
in a document —giving rise to an unorderbdg of words

[1]- suitable stemming algorithms [15] are applied o avoighmer kind of communication supports cooperation among
unnecessarily large feature vectors. Each distinct woedh st agents belonging to a specific level, whereas the lattercstepp

w; corresponds to a feature, with the number of occurrencg, fiow of information and/or control between adjacent keve
(in the entire document) of the word; as value. Words are through suitable middle-agents.

considered as features only if they occur in the trainingdat |nformation Level: At the information level, agents are en-

at least a predefined number of times except when they gfgsted with extracting data from the information sour@sch

considered astop-words(like and or, is, etc.).  information agent is associated to one information source,
To further reduce the number of considered terms, Su'tatﬂ%ying the role of wrapper.

feature selection methods can be applied. Automatic featur fijter | evel: At the filter level, agents are aimed at selecting
selection methods include the removal of non-informativgformation deemed relevant to the users, and cooperate to
terms according to corpus strategies, and the construofionprevent information from being overloaded and redundant.
new features which combine lower-level features (i.em&r Ty filtering strategies can be adopted: generic and petsona
into higher-level orthogonal dimension. Among differeadf The former applies the same rules to all users; whereas the
ture selection methods, let us recall document frequen@yter is customised for a specific user.

information gain, mutual information, g2 statistic, and term Task Level:At the task level, agents arrange data according
strength (see [21] for a detailed comparison among them).t5 ysers’ personal needs and preferences. In a sense, they ca

After selecting the terms, for each document a featuf considered as the core of the architecture. In fact, they
vector is generated, whose elements are the feature valueg@ devoted to achieve users’ goals by cooperating together
each term. A commonly used feature value is Te (Term ang adapting themselves to the changes of the underlying
Frequencyx | DF (Inverse Document Frequency) measureenyironment.

Among machine learning techniques applied to text cat-|nterface Level: At the interface level, a suitable interface
egorization, let us cite multivariant regression modelS],[1 agent is associated with each different user interfaceadt) &
kNearest Neighbor classification [20], Bayes probabilistigser can generally interact with an application througtessv
approaches [17], decision trees [12], neural networks [Ghterfaces and devices (e.g., pc, pda, mobile phones, etc.)
symbolic rule learning [14] and inductive learning algbnits  \id-span Level:At the mid-span level, agents are aimed at
[4]. establishing communication among requesters and previder

IV. THE PACMAS ARCHITECTURE In the literature, several solutions have been proposed; e.
blackboard agents, matchmaker or yellow page agents, and

PACMAS, which stands for Personalized Adaptive and Ceyoker agents (see [5] for further details). In the PACMAS
operative MultiAgent System, is a generic multiagent dsthi  architecture, agents at the mid-span level can be implesdent

ture, aimed at retrieving, filtering and reorganizing imh@tion a5 matchmakers or brokers, depending on the specific appli-
according to the users’ interests. PACMAS agents can Bstion.

personalized, adaptive, and cooperative, depending dn the ) ]
specific role (see [2] for details). PACMAS Micro-Architecture
i Keeping in mind that agents may be classified along several
PACMAS Macro-Architecture ideal and primary capabilities that they should embed, in ou
The overall architecture (depicted in Figure 1) encomassgew agents are always autonomous and flexible. Moreover, we
four main levels (i.e., information, filter, task, and irffeare), claim that personalization, adaptation and cooperatiaulsh
each being associated to a specific role. The communicatim taken into account as a primary feature while depictieg th
between adjacent levels is achieved through suitable mid@haracteristics of software agents.
agents, which form a corresponding mid-span level. Personalization:As for personalization, an initial user pro-
Each level is populated by a society of agents, so that cofile is provided in form of a list of keywords, representing
munication may occur both horizontally and vertically. Thesers’ interests. The information about the user profiléoies

Fig. 1. The PACMAS Architecture.
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by the agents belonging to the interface level. It is worth
noting that, to exhibit personalization, filter and task rage
may need information about the user profile. This flows up
from the interface level to the other levels through the nadd
span levels. In particular, agents belonging to mid-spaelde
(i.e., middle agents) take care of handling synchronimnagiod
avoiding potential inconsistencies. Moreover, the usaabmr
is tracked during the execution of the application to suppor
explicit feedback, in order to improve her/his profile.
Adaptation: As for adaptation, a model centered on the

+ ECONOMia, affari e finanza

= agricoltura

= industria ed energia

= compuiter e information technology
= affari e servizi finanziari

= MACrOECONOMia

= borsa e mercati finanziari

= trasporti

- politica

- difesa

= elezioni & referendum
= governo

= parlamento

= partiti e movimenti

= costituzione

- politica interna

- politica nucleare
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+ BCONOIMY, Business and finance
= agriculture
= ENErgy and resource
= computing and information technaology
= financial and business service
= MACro economics
= market and exchange
= transport

+ politics
- defence
= election and referenda
= government
= parliament
- parties and movements
= constitution
= interior policy

= nuclear policy

concept of “mixtures of experts” has been employed. Each
expert is implemented by an agent able to select relevant
|nfprmat|on accor(_jlng to an embedded string of featureival Fig. 2. A fragment of the adopted (italian) taxonomy and its lishg
pairs, features being selectable from an overall set ofaete iansiation.
features defined for the given application. The decision of
adopting a subset of the available features has been taken
for efficiency reasons, being conceptually equivalent te tisupported by the information agents, since each agengvesi
one usually adopted in a typical GA-based environment [g8formation from different sources, and each information
which handles also dont-care symbols. The system starts wgpurce has a specific role in the chosen application.
an initial population of experts, during the evolution okth Filter Level: At the filter level, a population of agents
system further experts are created according to a coverimggnipulates the information belonging to the information
crossover, or mutation mechanism. level through suitable filtering strategies. First, a sefiloér
Cooperation: As for cooperation, agents at the same levelgents removes all non-informative words such as preposi-
exchange messages and/or data to achieve common gdiiss, conjunctions, pronouns and very common verbs bygusin
according to the requests made by the user. The most importastandard stop-word list. After removing the stop wordssta s
form of cooperation concerns the “horizontal” control flowof filter agents, performs a stemming algorithm to remove the
that occurs between peer agents. For instance, filter agemgst common morphological and inflexional suffixes from all
can interact in order to reduce the information overload aitidle words. Then, for each class, a set of filter agents selects
redundancy, whereas task agents can work together to sdive features relevant to the classification task according t
problems that require social interactions to be solved. the information gain method. Let us recall that information
gain measures the number of bits of information obtained for
V. PACMAS FORTEXT CATEGORIZATION category prediction by knowing the presence or absence of a
In this section, we describe how the generic architectuterm in a document.
has been customized to implement a system to perform texFilter agents are not personalized, not adaptive, and co-
categorization. operative (shortlyPAC). Personalization is not supported
The PACMAS Levels at this level, since aII_ thg adopted filter strategie_s are-use
independent. Adaptation is also not supported, since all th
In the following, we illustrate how each level of the archite adopted strategies do not change during the agents astiviti
ture supports the implementation of the proposed appticati cooperation is supported by the filter agents, since agents
Information Level: At the information level, agents play cooperate continously in order to perform the filteringtsti
the role of wrappers, each one being associated to a differenragk |evel: At the task level, a population of agents has
information source. In particular, in the current implet@ion peen developed, each of them embedditéydl classifier. Let
a set of agents wraps databases containing italian newgarti s priefly recall that thé-nearest neighbor is a classification
'. Furthermore, an agent wraps the adopted taxonomy thgkthod based upon observable features. The algorithmiselec
is a subset of the one proposed by the International Presget which contains th& nearest neighbours and assigns
Telecommunications Councft (a fragment is depicted in the class label to the new data point based upon the most
Figure 2). numerous class with the set. All the agents have been trained
Information agents are not personalized, not adaptive, apdorder to recognize a specific class. Given a document in
not cooperative (shortly°? AC). Personalization is not sup-the test set, each agent, through its embeddid classifier,
ported at this level, since information agents are only 88V0 ranks its nearest neighbors among the training documents to
to wrap information sources. Adaptation is also not sugEbrt 5 distance measure, and uses the most frequent category of
since we assume that information sources are invarianhr §ne k top-ranking neighbors to predict the categories of the
system and are not user-dependent. Cooperation is also jjglit document. Task agents are also devoted to measure the
classification accuracy according to the confusion mafry.[
Task agents are not personalized, adaptive, and cooperativ
(shortly PAC). Personalization is not supported at this level,

IMore generally, they may wrap any web site containing nevg,(enline
journals).
2http://www.iptc.org/
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TRAINING AGENTSROLES AND CAPABILITIES
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Fig. 3. Interface for the news classifying system. i B ! 1 1 |
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since, in the current implementation, the adopted classidio
strategies are user-independent. Adaptation is suppbytéie
task agents since they continously adapt themselves to the
underlying environment. Cooperation is supported by tek ta « the number of documents forming the dataset;
agents, since agents sometimes have to interact each other i the training category;
order to achieve their own goals. « the percentage of positive examples;

Interface Level:At the interface level, agents are aimed at « the number of features to be considered.

interacting with the user. In the current implementatiaer#ts User choices are sent from the interface agent to the task lev
and users interact through a suitable graphical interfaae tthrough the cooperation of the middle agent that belongs to
run on a pc. Interface agents are also devoted to handle uggftask-interfacemiddle level (TI agent). The Tl agent gen-
profile and propagate it by the intervention of middle agentgrates a task agent that embodies the corresponding @assifi
Interface agents are personal, not adaptive, and not co@Ryorithm and asks it to perform the classification with the
erative (shortly PAC). Personalization is required to allowyser preferences. The dataset needed for the classifidation
each user the customization of her/his interface. In thesotr provided by information agents and subsequently pruned by
implementation, adaptation is not supported, but -at least the filter agents. After the classification activity, thektagent

principle- an interface agent might adapt to the changes thaves its own state in a suitable xml-like format in order to
occur in the preferences and interests of the correspondipg@ke it available for the test phase.

user. Cooperation is not supported by agents that belong to
this architectural level. Experiments and Results
Table | summarizes the involved agents and their capabili-To evaluate the effectiveness of the system, several tests
ties. have been conducted using articles belonging to online news
papers. For each item of the taxonomy, a set of 200 documents
has been selected to train the corresponding classifiergbei
As for the training activity, task agents have been trainddNN the adopted algorithm (with = 7). To validate the train-
by a set of newspaper articles classified by human expeitsy procedure, the system has been fed by the same dataset
Through a suitable graphical interface (see Figure 3), #ee uused in the training phase, showing an accuracy between 96%
interacts with the interface agents setting her/him pegfees. and 100%.
In particular, she/he can adjust the following parameters: Then, random datasets for each category have been gen-
« the classification algorithr; erated to test the performance of the system. The accuracy
for fourtheen categories is summarized in Figure 4. On the
average, the accuracy of the system is 80.05%. Particular

Fig. 4. Accuracy of the system.

Training Task Agents

3in the current implementation onkNN is supported



WOA 2005 65

care has been taken in limiting the phenomenon of “fal$€s] H. Lieberman. Letizia: An agent that assists web brogsiin C. S.

negatives” (FN), which —nevertheless— had a limited impact Mellish, editor,Proceedings of the Fourteenth International Joint Con-
’ ference on Atrtificial Intelligence (IJCAI-95pages 924-929, Montreal,

on the percent of “false positives” (FP). In particular, thdo Quebec, Canada, 1995. Morgan Kaufmann publishers Inc.: Sgadyl
FN/(FN + FP) has been kept under 25% by weighting  CA, USA.

positive prototypes with an additional factor of 1.05 with4] I Moulini_er, G. Raskinis, and J._—G. Ganascia. Textegmizaﬁon:
a symbolic approach. IfProceedings of 5th Annual Symposium on

respect to negative ones. Document Analysis and Information Retrievahges 87-99, Las Vegas,
UsS, 1996.
VI. CONCLUSIONS ANDFUTURE WORK [15] M. Porter. An algorithm for suffix strippingProgram 14(3):130-137,

In this paper, we presented a system devoted to retrieve 1980.

. [T ; . 6] B. Sheth and P. Maes. Evolving agents for personalirédrmation
articles from italian online newspapers, and ClaSSIfy the filtering. In I. Press, edito®th Conference on Artificial Intelligence for

using suitable machine learning techniques. The system has Applications (CAIA-93)pages 345-352, 2003.

been built upon PACMAS, a generic architecture designéd] K. Tzeras and S. Hartmann. Automatic indexing based one&ian
inference networks. In R. Korfhage, E. Rasmussen, and PeWill

to support' the |mplement§1t|on of applications explicity-t editors, Proceedings of SIGIR-93, 16th ACM International Confeeenc
lored for information retrieval tasks. PACMAS stands for  on Research and Development in Information Retriepages 22-34,
Personalized, Adaptive, and Cooperative MultiAgent Syste Pittsburgh, US, 1993. ACM Press, New York, US.

. . Y. Yang. An evaluation of statistical approaches tot teategorization.
since PACMAS agents are autonomous and flexible, and d& Information Retrieval 1(1/2)-69-90, 1999.

be personalized, adaptive, and cooperative dependingen [tly] Y. Yang and C. Chute. An example-based mapping method fdr te
implemented application. The categorization capabiligs h categorization and retrievahCM Transactions on Information Systems

. . . 12(3):252-277, 1994.
been evaluated using several newspaper articles, showung[zg] Y. Yang and X. Liu. A re-examination of text categorizati methods.

average accuracy of about 80%. In M. A. Hearst, F. Gey, and R. Tong, editoRroceedings of SIGIR-99,

As for the future work, we are extending the system to 22nd ACM International Conference on Research and Devetoprm
Information Retrieval pages 42-49, Berkeley, US, 1999. ACM Press,

handle with an automatic composition of the categoriesrtake ..\ vork. US
from the taxonomy in order to better fit the user profile.  [21] Y. Yang and J. O. Pedersen. A comparative study on featletion in

text categorization. Innternational Conference on Machine Learnjng
VIlI. ACKNOWLEDEGMENTS pages 412-420, 1997.

We would like to thank lvan Manca and Andrea Addis for
participating in the development of the application.
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Abstract—One of the best known approaches to the devel- proposed in the literature. Among them, it is worth mentigni
opment of rational agents is the BDI (Belief-Desire-Intention) dMARS [5] developed at the Australian Al Institute, the UM-

architecture. In this paper we propose a new framework, PRS implemented in C++ at the University of Michigan [6]
PRACTIONIST (PRACTIcal reasONIng sySTem), to support the and JAM [7], a Java version of PRS.

development of BDI agents in Java (using JADE) with a Prolog .
belief base. In order to enable the testing of BDI agents, the 3APL

In PRACTIONIST we adopt a goal-oriented approach with platform [8], an experimental multiagent platform, prozséda
a clear separation between the deliberation and the means-endsQraphica| interface by which designers can develop, ergcut
reasoning, and then between the states of affairs to pursue and 344 monitor the agents. JADEX, an add-on to the JADE

the way to do it. Besides, PRACTIONIST allows developers to
implement agents that are able to reason about their beliefs and platform [9] that supports the development of BDI agents,

the other agents’ beliefs, expressed by modal logic formulas. ~ Provides two tools as a support of the JADE introspector
Our approach also includes a specific tool that provides agent: thedebugger which allows the visualization and re-
the developer with the possibility to effectively monitor the configuration of the internal BDI concepts, and tlgger
components involved in the execution cycle of an agent. agent which allows developers to detect the agent's sequence
of outputs [10]. Finally, the JACK software [11], a commaici
suite of tools with a programming language that extends the
The Belief-Desire-Intention (BDI) architecture [1] deg Java language with BDI features, provides an agent debgggin
from the philosophical tradition of practical reasoningstfir environment, which allows inspection of messages and the
developed by Bratman [2], which states that agents decideternal execution states.
moment by moment, which actions to perform in order to In several PRS-related BDI implementations, mental states
pursue their goals. Practical reasoning involves two @ses: deliberation, and means-ends reasoning, when actuallieimp
(1) deliberation to decide what states of affairs to achievemented, somewhat differ from their original meaning. As an
and (2)means-ends reasonintp decide how to achieve theseexample, often executing plans are considered as intention
states of affairs. Besides, in such a theory intentions aB@t intentions should be related to ends, while plans should
important, as they influence the selection of the actions @ related to means to achieve such ends.
perform. PRACTIONIST (PRACTIcal reasONIng sySTem) is a new
In the context of rational agents, the BDI model appeafsamework we have been developing, which adopts a goal-
very attractive, because the abstractions of belief, demiid oriented approach and stresses the separation between the
intention are quite intuitive. Moreover the model providedeliberation process and the means-ends reasoning. Indeed
a clear functional decomposition that indicates what sért the abstraction of goal is used to formally define both desire
subsystems might be required to build an agent. Neverthelesnd intentions during the deliberation phase. Unlike soffne o
the development of this abstract architecture involveersév existing BDI implementations, in our approach we actually
issues in efficiently implementing the deliberation pracasd adopt the plans as recipes to achieve the intentions. Beside
the means-ends reasoning [3]. PRACTIONIST allows developers to implement agents that
Moreover, since the BDI agent model suggests a declaratae able to reason about their beliefs and the other agemts’ (
approach to represent the internal states, the debuggingclefding humans’) beliefs, since beliefs are not simple goma
BDI agents, the effective observation of their mental adi#s literals or data structures but modal logic formulas [12].
and execution flow are critical and difficult activities. Bau  Finally, our framework provides the developer with the
having some development and debugging tools is crucial WheRACTIONIST Agent Introspection Tool, to entirely and eas-
implementing BDI agents, especially in real case scenanosily monitor the components involved in the execution cydle o
complex application domains. an agent. Throughout this paper we show how PRACTIONIST
Actually, several concrete implementations of the mosigents actually work by means of snapshots of our monitoring
known BDI agent architecture, the Procedural Reasoning Sysol and through the well-knowilocks worldexample. In this
tem (PRS) developed by Georgeff and Lansky [4], have besimple case study, we developedlacks world agentwhich,

I. INTRODUCTION
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SuBlocks world.... Cle) All the information showed at run-time could be saved
in a file, providing the programmer with the possibility to
perform an off-line analysis. Moreover, the PAIT provides a
dedicated area for log messages inserted in the agent source
code, according to the Log4j approach [14]. The usage of

I this console and the advantages it provides are described in
=’%’% more details in the following sections along with the agent’
T we [ e components.
tahle1 | tahle2 | table3 |

Fig. 1. An initial situation for the blocks world problem.

B @480
[ s ] ces ] cmms ]

IIl. BELIEFS

In general, the BDI model refers to beliefs instead of
knowledge, as agents’ information about the world is uguall
incomplete or incorrect, due to uncertainty and problems

starting from an initial situation (see figure 1), is reqeest with perceptions and communication in their dynamic and

(through an ACL message) to order some numbered block ossibly unpredictable environment [1]. Indebd|iefsare not

This paper is organized as follows: in section Il we giVRg essarily true, whilknowledgeusually refers to something
a brief overview of .the PR,ACTIOMST framework and thqhat is definitely true [12]. According to this, an agent may
agent model; then in sections Ill to V we provide a briefgjiee trye something that is false from another agentiéan
description of the main agent components; finally in sectiqg gesigner's point of view, but in the BDI model the idea is
VI we describe the execution flow of PRACTIONIST agents,q 4 provide the agents with a subjective window onto the
referring to their previously described components.

) The PRACTIONIST framework adopts the common ap-

Il. THE PRACTIONIST FRAMEWORK: AN OVERVIEW proach of modeling agents’ beliefs by tlimxastic modal

The PRACTIONIST framework aims at supporting théogic, which is based on the axioms K, D, 4, and 5 (see [12]
programmer in developing ager({ts endowed with a symbolic for more details). Thus, in our framework beliefs are expees
representation about their internal states and environrtign through the modal operatdsel(a, ¢), whose arguments are
able to plan their activities in order to pursue some objesti the agentx (the believer) and what it believes(the fact).
and(iii) provided with both proactive and reactive behaviour&ach factp may be believed true or false by a PRACTIONIST

PRACTIONIST has been designed on top of JADE, agenta, i.e..
widespread platform that implements the FIPA specification « Bel(a, ¢): the agenix believes thaty is true;

[13] and provides some core services, such as a communicas Bel(«, —p): the agenty believes thatp is false.

tion support, interaction protocols, life-cycle managamand  Moreover, in order to assert that the agentioes not have
so forth. Therefore, the PRACTIONIST agents are EXGCUtgﬂy belief aboutp, we defined the following operator:
within JADE containers and the main cycle is implemented .

by means of a JADE cyclic behaviour. Ubif(a, p) & =Bel(a, ) A ~Bel(a, =)

In PRACTIONIST, an agent is a software component with Each fact can either be a closed formula of the classical
the following elements(i) a set ofperceptorsable to listen modal logic or a belief of any agent. In other words, an agent
to some relevant perceptiongii) a set of beliefs which may believe something (e.g. ‘it is possible that it is ragnin
represents the information the agent has got about bothiiisRome’), or havenested beliefsthat is it may believe that
internal state and the external worldijii) a set ofgoals some agent (even itself) believes something (e.g. ‘the tagen
which are some objectives related to some states of affajism believes that it is raining in Rome’).
to bring about or actions to perforn(iy) a set ofplans that Finally, in PRACTIONIST agents it is possible to link an
are the means to achieve its intentio\g;a set ofactionsthe agent’s beliefs to others’ beliefs or other elements, oligi
agent can perform to act over its environmet) and a set new entailed beliefs, through theelief formulas(BFs). An
of effectorsthat actually support the agent in performing itexample of belief formula follows:
actions. The main components of PRACTIONIST agents are
described in more details in the following sections.

The framework also provides developers with the PRAC-
TIONIST Agent Introspection Tool (PAIT), a visual integedt Therefore BFs define relationships among two or more beliefs
monitoring and debugging tool, which supports the analgsis allowing to infer new beliefs not explicitly asserted.
the agent's state during its execution. In particular, tATP  In regards to the architectural aspects, each PRACTIONIST
can be suitable to display, test and debug the agents’ relevagent is endowed with a Prolog belief base, where beliefs
entities and execution flow. Each of these components came asserted, removed, or entailed through the inference on
be observed at run-time through a set of specific tabs (dbe basis of KD45 rules and user-defined belief formulas.
figure 2); the content of each tab can be also displayed in @herefore, in any moment the agent’s belief set (BS) is
independent window. composed of the beliefs that have been both directly askerte

Bel(tom, Bel(john, raining)) A Bel(tom, trust(who :
john)) = Bel(tom, raining)
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Fig. 2. The PRACTIONIST Agent Introspection Tool (PAIT).
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3 (on ;under blocks over biocks) tover blockl0)1)1)])
3 (on cunder blocks :over blockS) £
3 (o cuncer tabled (over biocks)
|5 (clear (obj block)
3 (on cunder block :over block3)
3 (on cunder block2 :over block1)
3 (on tuncer table2 jover biock2) A
< IE
Eel{=elf{not Bel{pippo,{andi{on:under hlocka:over hlocks), ubifiplutofon:under block3:over block! D))

Fig. 3. The belief base view of PAIT.

and inferred by means of the BFs and the other built-ieveloper can choose an intermediate node in order to select

theorems. the corresponding set of beliefs that share the same prefix.
Referring to the blocks world example, the initial set up Moreover, the icon of nodes represents the type of believed

of the blocks shown in figure 1 is graphically representd@cts, such apredicateor modal logic formula(P), Bel (B),

in PAIT in terms ofBels andUbifs (figure 3). As it can be Ubif (U), while the color represents their truth value, that is

noticed, the structure of the belief base is representedraga true (green) andalse (red).

whose root refers to the current agent (self) and nodes refer ~ As an example, selecting the node related to the ggppb,

to the believed facts. This structure lets the developeilyeaghe beliefs with

explore the belief base and select groups of beliefs ranging

from the whole belief set (by selecting the root) to a specific

belief (by selecting the corresponding leaf). Between tiieen as prefix will be detailed on the right frame, as shown in figure

Bel(sel f,not(bel (pippo,
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TABLE |

3. On the other hand, if the developer selects the leaf tlate THE STRUGTURE OFPRACTIONISTPLANS.

to the agenpluto within the above-mentioned node, PAIT will

show only the belief Identifier | Unambiguous (within each agent)
) identifier of plans
Bel(sel f, not(Bel(pippo, Bel(pluto, on(under : Trigger event| If this event matches the selected
tablel, over : block3))))) event, this plan can be activated.
. ) . In this case the plan is defined
It should be also noticed that this feature of the console is aspractical
very useful when developing and testing agents, as it pesvid Context| A modal logic formula that, when
the user with a real-time snapshot of the agent's informatio believed true by the agent,
attitudes. makesapplicablea practical

plan, so that the agent can select
it to pursue its objectives
Success condition When the agent believes that this

In the PRACTIONIST framework plans represent an im- condition holds, the plan ends
with success, regardless its

portant container by which developers define the actual be- execution state
haviours of agents. Therefore, each agent may own a declaredCancel condition| When the agent believes that this

IV. PLANS

set of plans (thelan library), which specify the activities the condition holds, the plan ends
agent should undertake in order to pursue its intentions, or with failure, regardless its
to handle incoming perceptions, or to react to changes of its execution state

Body | Set of acts that are performed

beliefs. i during the execution of the plan.
Though the structure of plans can be defined by Java classes The body defines the actual

the preferred approach relies on a declargbiase description behaviour of the plan

which specifies the complete set of information (fien slot$ Invariant | Condition that must remain true

used when actually executing the plans, as described iimsect igr'snc?otnhgseﬁegggg;eosf ggﬁsg'(a;t'

VI. The complete list of such slots |.s report.ed in table I. least according to the agent's point
Thus, a plan represents a possible recipe to manage the of view), it will try to restore it

trigger event; it may be related to a goal, an external event, Belief updates| Effects of this plan, in terms of

or an event which notifies a change of the belief set. How | in case of success belief updates in case the plan

to actually handle a certain event is reported within theybod _ ends with success

which is anactivity, that is a set. oficts such asdesiringto . in E;S'ffolf"?gﬁ?: Eg?:ftsugg;?; ?rllagéég ttirem;:rfl

bring about some states of affairs or to perform some action, ends with failure

adding or removingbeliefs,sendingACL messagesdoing an
action and so forth.

It should be noticed that acts and actions are different, asactions are implemented in PRACTIONIST through Prolog
one of the possible acts concerns with doing an action tgkctures or Java classes that include the above-medtione

lets the agent influence the environment, while other acts M@lements. An example of action description from the blocks
produce internal effects only. world agent follows:

Regarding to the blocks world running example, one of the
developed plans is tHEopLevelPlapwhich provides the agent  *°; 'ngﬂt( gpv[e(Blblogﬁk: TE; ock, to: To),
with the capability of receiving and handling the request fo  outputs: [],
ordering the blocks. In section VI we illustrate how the glan ~ preconditions:
and their components are used during the execution flow and | ngggfngﬁ 0%5 ”2?2;;(5[)?@ B ock) |
how the execution of plans affects the overall behaviour of success: ' ' '
PRACTIONIST agents. [ -clear(obj: To),

-on(over: Block, under: From,
V. ACTIONS iﬁL?iLéﬁ’?‘ Bl gf:ﬁfﬁhnder: To) 1,
In PRACTIONIST, actions are described by tuples of four failure: [1)

elements: (1)arguments which are the objects each action It states that the actiomnove takes two arguments as
acts over; (2)results which are some kind of direct re-inputs (respectively the block to move and the block where
sponses received from the environment; (8fconditions it is moved over). Moreover, preconditionsn(over
which should be satisfied before executing the action; a®lock, under : From), clear(obj : To), and clear(obj :
(4) effects(for both successfully and failing action execution)Block) must be satisfied before performing the action in order
which are the state of affairs that will be true or false aftao have a proper execution. Finally, once the action has been
executing the action (as long as preconditions are safjsfied executed, in case of success the agent will believe that both
should be noticed that arguments and results are objecilg, wialear(obj : To) and on(over : Block,under : From) are
preconditions and effects are modal logic closed formulas. false, while it will believe that bothlear(obj : From) and
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Trigyer event:

MogEDIEvent[Message: (REQUEST: ontology

Context:

(ready :who self)

Cancel:

(not :what (ordering :item blocks))

Invariant:

{ableTobxder :who self)

(ordered :blocks (set #0 table3 #1 blockl
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Success belief adds:

(happy :who self) |
>

3)

Success belief deletes:

J | |

Failure belief adds:

Failure belief deletes:

{ordering :item blocks) |

coess:

>

Fig. 4. An example of plan description: tHepLevePlan

on(over : Block,under : To) are true. Otherwise, in case of
failure in executing the action, no update of the agent'slzel
has to be done.

Planning attitudes and the decision making of PRACTION-

IST agents will rely on action description information, esp

cially preconditions and effects.

In

4)

VI. EXECUTION FLOW

this section, we present the execution flow of PRAC-

TIONIST agents in terms of relationships among the abstrac-
tions described above. Referring to figure 5, an agent ajtlic
performs the following steps:

1)

2)

it searches for stimuli from the environment through the
perceptors that transform perceptions iet@ntgwe call
them external evenjs which in turn are put into the
Event Queudin figure 6 a snapshot of the events tab
of PAIT is shown), along withinternal events (those
generated by belief updates or goal commitments).

In the PRACTIONIST console, the user could examine
the current, the suspended and the handled events. Each
event is tagged by some information about its arrival
time and when it has been actually handled.

Referring to the blocks world example, the agent will
receive an ACL message, by which another agent re-
quests it for putting the blocks in a specified order (see
the selected message in figure 2). This component of
the PAIT deals with the interactions established with
other agents: all incoming and outgoing messages are
registered in a single table, even though a complete de-
scription of messages can be shown in a different dialog
box whose structure reflects the well-known FIPA ACL
message. Besides, the messages can also be ordered (e5).
by their arrival time, direction, etc.) or filtered accorgin

to the relative performative;

it selects and extracts an event from the quetnelt
Selectiol. In the blocks world example, let us suppose
that the event corresponding to the above-mentioned
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received message is extracted from the queue and then
handled as follows;
it selectspractical plans from thePlan Library, which
are those plans whose trigger event matches the selected
event Optionsin figure 5); if the selected event is related
to a goal and no plan has been triggered, an automatic
planning is performed on the basis of available action de-
scriptions in order to build a new dynamically-generated
plan, which is able to pursue that god@lg&nning in
figure 5). If the planner is not able to figure out any
plan, the calling plan will fail, then the selected event
will have not been successfully managed. As stated, in
the blocks world example we have defined a plan (i.e.
TopLevel Plan) that will be activated by the above-
mentioned message, as it has the following trigger event:
msg(request
(action
(agent-identifier :nanme bwa@ oo.com
(order (bl ocks: BlockList))))
Once the plan is triggered, the following substitution is
made:

Bl ockLi st = [ table3, blockl, block2,

bl ock3, ..., block8,

bl ock9, bl ock10]
among practical plans, the agent detectsapglicable
ones, which are those plans whose context is believed
true by the agent. Then the agent builds the intended
means Build Intended Means which represents the
means the agent has just chosen and committed to in
order to satisfy a goal, or to react to a perception or a
change in its beliefs. Therefore, the intended means will
contain the main plan and the other alternative practical
plans (see figure 7).
If the event selected at the step (2) concerns with a
goal, this means that some executing intended means
has generated it after the deliberation phase (see below).
Thus, the selected plan is put on top of such an intended
means (figure 7a). On the other hand, in case of external
events or belief update events, a new intented means
stack is created (figure 7b).
The set of intended means stacks is monitored by means
of a corresponding tab in PAIT (figure 8), which shows
nested intended means through a tree data structure, used
as an explorer to select the ones to trace. In particular,
once an intended means is selected, its log messages
(managed inside the plan’s source code by the developer)
will be shown in the frame on the right, along with
the logs of nested intended means. The PRACTIONIST
console makes the process of building intended means
stacks easy to follow, providing the users with the
opportunity to examine the entire means-ends reasoning;
all intended means stacks are concurrently executed in
separate threads. In other words, the main plan at the
top of each stack is extracted and then executed (see
Execute intended mearns figure 5). In section VI-A
we provide more details on the execution of plans in
PRACTIONIST agents, in terms of the several kind of
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PRACTIONIST Agent

Perceptors ll'

Belief Base

Erception

o |

)

external =]
event | _I '3
H =

Y Actions || .'E

He)

(=1

Event selection

tentailed

; Event Queue !
: selected; ! plans
; event : '
i h J i
| [ :
3 Build . Plan i
; ) ---------{  Options [
; intendedmeans | pracical plans | Library

plare

intended means!
(new stack

Tlntention 7 feeseeseeenend
i commitment

| Execute intended means

Intended means :
stacks

; Reasoning
goal event about goals desire to
pursue a goal

Fig. 5. PRACTIONIST agent architecture.

m Plan Library R Everts G Gosls | €2 Beliefs | £722 Beliefs updsting | 58 Intended means | 521 Messages

E Discharge @ Discharge automatically E Calar
Type Ohject Arrive time Handle time Handled
GoalEvert Achieve((fix junder table3 (over bloc...|[3-0ft-2005 17 .24 52 G-oft-2005 17 .24 .53 + ~
MaoBdiEvent M=o (QUERY-REF :sender ( agert-i . [3-ott-2005 17 24 52 3-0tt-2005 17 24 55 <
EsliefBaselpdatedEvent  |(fixing :okj block) 3-ott-2005 17.24.54 3-ott-2005 17.25.08 <
chievel(clear (obj table3)] 3 005172455 3 005 17.24 57 +

AchievedGoalEvent dchieve[(clear obj block10)] 3-ott-2005 17.24.59 G-ott-200517.25.11
AchievedGoalEvent Achievel(clear (okj block9)] |3-ott-EUUS 172502 |3-ott-EUUS 172513 ‘ v

Fig. 6. The event queue view of PAIT.

Intended Means 3

Executingplan 3

Alternative
plans
|

Intended Means 2

Executingplan 2

Alternative
plans

Intended Means 1 Intended Means 1

Executingplan 1 Executing plan 1

Alternative
plans
\
Alternative
plans
|

a) b)

Fig. 7. Building of intended means stacks: a) the new intendedns is put on top of executing stack; b) the new intended megng in a new stack.
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ToplevelPlan FixBlockOnAnotherPlan

1.6 FixBlockOnanotherPlan body started ..

DEBLIG

ToplLevelPlan FixBlockOn&notherPlan

1.6 Fixing: (fixing :obj blockB) Result: true
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ToplevelPlan FixBlockOnAnotherPlan
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[ER oo P
a1 FO TopLevelPlan FixBlockOn&notherPlan ClearBl.. |1 61 ClearBlockPlan body started
Deselect all descendant EBLIG TaopLevelPlan FixBlockOnAnotherPlan ClesrBl.. [1.61 Achieving clear(ok): block?)
v Select/Deselect only this one o] TopLevelPlan FixBlockOnAnotherPlan ClearBl... (1511 ClearBlockPlan body started
5] P% ; Expand All Descendant node EBUG ToplLevelPlan FixBlockOnAnotherPlan ClearBl.. [1.61.1 Achieving clear(oki: blockS)
) 43  Collapse All Descendant Node 56 Tapl rither] £l ACHIEYED: frue
= @ 1.4-F Propetties DEBUG TopLevelPlan FixBlockOnAnotherPlan ClearBl.. [1.61.1 Guerying (what_block :tobove blockd moveT...
= B 14 1-ClearBlockPlan INFO ToplLevelPlan FixBlockOnanaotherPlan ClearBl_ 1 611 ClearBlockPlan completed =
=] K
5 B 1.4.1.1-ClearBiockPtan WWARNING TopLevelPlan FixBlockOnanctherPlan ClearBl... 1 614 This is an exarmple
= 1.4111-ClearBlockPla
= #141111-ClearBl IF O ToplevelPlan FixElockOnAnotherPlan ClearBl . (1 61 ACHIEVED: true
= ®1411111-C LERLIC Tonlswalblan FiBinckom A notharDlan ClaseBl 14 54 bt _hleiek ebdeses blaekT rmaTo |0
L AERRER] rLog 1
.. @ 1.5-FixBlock2nAnatherPlan — Severity INFO ~
=] @ 1 .B-FixBlocknAnatherPlan
= E@ 1 &1-ClearBlockFlan )
711,61 1-ClearBiockPlan Level: TopLevelPlan FixBlockOnAnotherPlan ClearBlockPlan.ClearBlockPlan
@ 1.7-FixBlock2nAnatherPlan s
£ I > Message.  1.6.1.1 ACHIEVED: true v
new level - TapLevelPlan.FixBlockOnAnotherPlan
Fig. 8. Intended Means View.

acts the framework provides.
During the execution of the main plan, if the agent

A. Executing Plans

believes that its success condition (see table 1) holds, thaWhile executing its plans, the agent will have different
plan ends with success regardless its execution point dgfaviours according to the type of acts. The plans in tulin wi
state. On the other hand, if the agent believes that tfl @ soon as one of such acts fails. Some of the possible
cancel condition is true, the plan ends with failure. Thugcts @ PRACTIONIST agent can manage are:

referring to theblocks world agenand theTopLevelPlan
described in figure 4, if during the execution of such
a plan the required final order of blocks is achieved
(for example due to some external reasons, e.g. other
agents do the work of ordering the blocks), the agent will
stop executing the plan, being successful in achieving its
goal. Likewise, if the agent suddenly believes that the
predicateordering is false, it will stop executing the
plan, but in this case failing in pursuing its objectives.
Moreover, while executing the plan the agent checks the
condition to be maintained (e.gbleToOrder(who :
self) in figure 4): if it is believed false, the agent will
try to bring it about, by desiring and possibly intending
to achieve it. If the agent succeeds in doing that, the
plan will continue executing, otherwise it will fail. When
the plan has completed its execution, the agent will
update some beliefs, according to whether the plan has,
succeeded or not.

It should be noted that, when the executing plan fails, since
a PRACTIONIST agent has a strong commitment to handling
the selected event, it selects another plan from the above-
mentioned alternative practical plans and checks whether i
applicable or not. Then, if some other applicable plan sxist
the agent replaces the failed plan with it (which becomes the
new main plan) in the executing intended means; otherwise,
the whole intended means fails and in turn the plan belows fail

too.

« do an action if its preconditions are satisfied (at least

according to the agent’s beliefs), the agent executes the
action with the proper inputs and gets both the outputs
and the general overcome of the action (that catmuszor
false. If the preconditions are not satisfied or the outcome
is false the action fails. Finally, the effects of such an
action are applied to the belief base after the execution.
It should be noted that actions are actually executed by
some effectors. Thus, the agent will search for a proper
effector that is able to execute an action and then delegate
the actual execution to it;

o add or removebeliefs: as soon as it is executed, the

correspondingbelief updated evenis generated. This
event will be then handled in the following cycles;

« queryover the belief base according to several criterion;

send an ACL messade other agents;

desireto bring about some state of affairs or perform
an action, both expressed as goals. The agent processes
such a desire in order to figure out whether it can be
promoted to an intention or not, according to the process-
ing described in section VI-B. If it can, a corresponding
internal event is created, put in the event queue, and then
considered at the step (2) in one of the following cycles.
Then, the corresponding intended means is built and
nested inside the one that contains the above-mentioned
desire invocation.

After executing the nested intended means, if the agent
does not believe that the goal has succeeded, the desire
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act will fail; otherwise, the goal will be satisfied and the EEEENTES
act will succeed.

o wait for external messagedy specifying an abstract
structure (a template) of them. Thus, as soon as a messag
is received by the agent, if the message matches the
template, this intended means can continue its execution;

o wait for successful goalswhich lets the agent syn-
chronize its activities with other intended means, but at
the goal level. In other words, there is not an explicit
synchronization among plans or intended means. Instead
some intended means and their executing plans can b
directly synchronized with some ends (the intentions).

Several other acts are provided in PRACTIONIST in order — s ”T\
to support the developers in actually implementing effecti
plans.

Fig. 9. The intended final situation in the blocks world peshl
B. The Deliberation Process

In the PRACTIONIST framework, a goal is an objective
to pursue and we refer to it as an abstraction to make ft}
distinction between the state of affairs to be achieved an . . . .
the way to achieve it. Besides, we use goals as a me\'?:{ﬁh active goals, Fhen it can be promoted to!atentlon
to transform desires into intentions through the satigfact DUt Pefore moving to means-ends reasoning, the agent

of some properties during the deliberation phase. Thus, leﬂll check if it believes that the godk has already succeeded

PRACTIONIST two families of goals were defined, as follows®" if the goal; is entailed by some of current active goals.

. state goals which refer to some states of affairs theIf so, there is no reason to really pursue the goal, that is the

R . %%ent does not need to make any means-ends reasoning to
agent desires/intends to bring about, or cease, or Preseiifiire out how to achieve such a goal, else the agent will tr
or avoid. We provided PRACTIONIST agents with th 9 goal, 9 y

" . . . 1o figure out a set of plans to achieve this intention, anddbuil
capability of managing and reasoning about the foIIowml%e intended means, as explained in section VI

state goalsachieve which represents what kind of world
state to bring aboutease(as opposed to achieve), which
represents a world state an agent wants to stantain
which has the purpose to observe some world state andn this paper we presented PRACTIONIST, a framework
continuously re-establish this state when it does not holde have been developing for the implementation of agents
avoid (as opposed to maintain), which has the purpose &cording to the BDI model of agency.
observe some world state and continuously prevent it; PRACTIONIST implements the practical reasoning pro-
« perform goalswhich are not related to some world stateposed by Bratmam, trying to provide developers with usable
but to some actions the agent desires/intends to perforabstractions and processing capabilities. In this divective
In our framework states of affairs are represented by closeglieve that with respect to some of existing BDI agent im-
formulas of the FOL. Moreover, for each type of state goallementations, our approach provides a more clear separati
PRACTIONIST defines a success condition formula which i§etween the ends the agent wishes/wants to bring about and
in turn, defined by a modal logic closed formula that depen#3e means to do it. As a matter of fact, referring to the blocks
on its state of affairs. world example, the agent is mainly programmed in terms of
We also defined the properties ofconsistencyand en- states to achieve instead of actions to perform, according t
tailment for goals. More precisely, we define a gaal as the philosophy of our framework. The figure 9 shows the final
inconsistenwith a goalG. if and only if whenG, succeeds, situation of blocks (the enddptendedand pursued by the
thenG, fails. On the other hand, a go&!; entailsa goalG, agent through its plans (the means).
(or equivalentlyG, is entailed byG,) if and only if whenG; Moreover, our framework provide a very expressive way
succeeds, then alsG, succeeds. to represent and reasoning about beliefs through modat logi
These properties of goals are used by PRACTIONISfbrmulas.
agents when reasoning about goals during the deliberatiolVe also presented the PRACTIONIST Agent Introspection
phase. Tool (PAIT), which supports the developer in the debugging
Thus, as described in section VI-A, an agentnay have of agents according to our model. We argue that such a tool
the desireto pursue a goalz. Before committing to it, the is important especially when defining BDI agents in real case
agent will check if the goal= is inconsistent with some of scenarios and in complex environments, due to the intrinsic
currentactive goalswhich are those goals the agent is alreadyeclarative nature of mental attitudes when compared to the
committed to. Then, ifG is inconsistent with at least one ofadopted imperative programming languages.

se goals¢ will remain just a desire and the agent will not
atend” it. On the other hand, if the goél is not inconsistent

VII. CONCLUSIONS ANDFUTURE WORK
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However, some further work should be done with respect
to the several issues that a BDI model involves. Among them,
our intention is to improve the execution flow by adding some
functionalities like timing, new acts, and so on, that could
help in the successful application of our framework in real
problems.
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Abstract

Simulation of agent-based systems is an inherent
requirement of the development process which provides
developers with a powerful means to validate both
agents’ dynamic behavior and the agent system as a
whole and investigate the implications of alternative
architectures and coordination strategies. In this paper,
we present a discrete-event simulation framework which
supports the validation activity of agent-based and multi-
agent systems which are modeled and programmed as a
set of event-driven agents by means of the Distilled
StateCharts formalism and related programming tools.
The simulation framework is equipped with a discrete-
event simulation engine which provides support for the
execution of agents by interleaving their events
processing, the exchange of events among agents, the
migration of agents, and the clustering of agents into
agent servers interconnected by a logical network. Using
this framework, an agent-based complex system can be
easily validated and evaluated by defining a simulator
program along with suitable test cases and performance
measurements.

1. Introduction

Agent-based and multi-agent systems (MAS), like
other complex software systems, must be tested and
evaluated before being deployed [10]. Simulation of
agent-based systems is an inherent requirement in all
phases of the development process. Modeling and
simulation help developers learn more about agents'
interactive behavior and investigate the implications of
alternative architectures and coordination strategies. In
particular, discrete-event simulators are highly required
for evaluating how complex agent-based systems work on
scales much larger than those achievable in real testbeds.

Currently few development processes for agent-based
systems which explicitly incorporate a simulation phase
have been proposed. In [13] an integrated development
environment for the engineering of MAS as Electronic
Institutions is presented. An Electronic Institution is a

performative structure of multi agent protocols (or scenes)
along with a collection of normative rules that can be
triggered off by agents’ actions. The development
environment is composed of a set of tools supporting the
design, validation through simulation, development,
deployment and the execution of MAS as Electronic
Institutions. Such a development environment is aimed at
facilitating the iterated and progressive refinement of the
development cycle of MAS. In particular, SIMDEI, a
simulation tool, allows for the animation and analysis of
the specification of the rules and protocols in an
Electronic Institution. In [12, 15] a modeling and
simulation framework (DynDEVS) for supporting the
development process of MAS from specification to
implementation is proposed. The authors advocate the use
of controlled experimentation in order to allow for the
incremental refinement of agents while providing rigorous
observation facilities. The benefits of using modeling and
simulation for the evaluation of cooperative agents is
illustrated through a simple example based on the
Contract Net Protocol. The exploited simulation
framework is JAMES, a Java Based Agent Modeling
Environment for Simulation, which aims at exploring the
integration of the agents paradigm within a general
modeling and simulation formalism for discrete-event
systems. JAMES follows a formal approach for discrete-
event simulation based on DEVS (Discrete Event Systems
Specification) which allows to specify (atomic and
coupled) models and execute them by sending typed
messages between simulator objects. In [11] a logic based
prototyping environment for multi-agent systems, CaseL.P
(Complex Application Specification Environment Based
on Logic Programming) is presented. CaseLP integrates
simulation tools for visualizing the prototype execution
and for collecting the related statistics. The CaseLP
visualizer tool provides documentation about events that
happen at the agent level during the MAS execution.
Developers according to their needs can instrument the
code of some agents after it has been loaded by adding
probes to the code of agents. In this way, events related to
state changes and /or exchanged messages can be
recorded and collected for on-line and/or off-line
visualization. It is worth pointing out that from a
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simulation point of view CaseLP is a time-driven
centralized simulator with a global time known from all
the agents in the system.

In this paper, we present a Java-based discrete-event
simulation framework which supports the validation
activity of agent-based and multi-agent systems which are
modeled and programmed as a set of event-driven agents
by means of the Distilled StateCharts formalism and the
related programming tools [8]. The simulation framework
is organized in four layers: (i) low-level simulation
framework, which provides the basic mechanisms and
classes to simulate general purpose systems; (ii) agent
platform, which is built atop the low-level simulation
framework and provides a distributed infrastructure
formed by a network of interconnected agent servers; (iii)
ELA adapter, which allows to map event-driven DSC-
based lightweight agents onto the agent platform layer;
(iv) user, which provides abstractions representing
interacting users and users’ behaviors. Using this
framework, an agent-based complex system can be easily
validated and evaluated by defining a simulator program
along with suitable test cases and performance
measurements.

The remainder of the paper is structured as follows.
Section 2 overviews the Distilled StateCharts-based
approach for the modeling and validation of agent-based
system which adopts the proposed simulation framework
as validation tool. In section 3, the simulation framework
is described in detail whereas section 4 reports some
results concerning with the performance evaluation of an
agent-based e-Marketplace by means of the simulation
framework. Finally conclusions are drawn and directions
of future work delineated.

2. A Distilled StateCharts-based approach
for the modeling and validation of agent-
based systems: an overview

The Distilled StateCharts-based approach [5, 6], which
aims at supporting the modeling and validation of agent-
based and multi-agent systems, consists of the following
phases (Fig. 1): High-Level Modeling, Detailed Design,
Coding and Simulation.

5 ‘a 5 ) Ax
2 AS /zASDSC /z C(ASpsc) /7\ ResultSet
’ 7 7 ’
o M) ) m- »- ®
High-Level Detailed Codi " "
Modeling Design oding Simulation

M) Process Phase

4}, Phase Workproduct

Figure 1. Process schema of the DSC-based approach.
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The High-Level Modeling phase can be supported by
well-established agent-oriented methodologies (such as
the Gaia methodology [17]) which cover the phases of
requirements capture, analysis and high-level design. The
product of this phase is the agent-based system model
(AS) defined as follows:

AS = <AT, LCL, act, serv, prot>,
where:

AT (Agent Types) is the set of types of agents
embodying activity, offering services and interacting with
each other;

LCL (Logical Communication Links) is the set of
logical communication channels among agent types which
embody interaction protocols;

act: AT — activity description is the activity relation
which associates one or more activities to an agent type;

serv: AT — service description is the service relation
which associates one or more services to an agent type;

prot: LCL — interaction description is the protocol
relation which associates an interaction protocol to a
logical communication channel.

The Detailed Design phase is enabled by a Statecharts-
based formalism, namely the Distilled StateCharts (DSC)
[8], which supports the specification of the behavior of the
agent types and the interaction protocols among the agent
types of AS. In particular DSC allow for the specification
of the behavior of lightweight agents (see §2.1) which are
event-driven,  single-threaded entities capable of
transparent migration and executing chains of atomic
actions. The DSC-based specification of an AS, denoted
as ASpsc, can be expressed as follows:

ASpsc = {Beh(AT)), ..., Beh(AT,)},

where Beh (AT;) = <Spen(AT;), Egen(AT;)> is the DSC-
based specification of the dynamic behavior of the i-th
agent type. In particular, Sp.,(AT;) is a hierarchical state
machine incorporating the activity and the interaction
handling of the i-th agent type and Eg.,(AT;) is the related
set of events to be handled triggering state transitions in
Sgen(AT).

The Coding phase is carried out by using the Java-
based Mobile Active Object Framework (MAO
Framework) [8] and produces the work product C(ASpsc)
representing the code of ASpsc. In particular, Beh(AT;)
can be seamlessly translated into a composite object,
which is the object-based representation of Sgen(AT;), and
into a set of related event objects representing Eg.,(AT)).

The Simulation phase is supported by MASSIMO, a
Java-based discrete-event simulation framework for multi-
agent systems (see §3). On the basis of the framework, a
simulator program can be implemented and executed to
obtain a ResultSet containing validation traces and
performance parameter values. The validation of agent
behaviors and interactions is carried out on execution
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traces automatically generated, whereas the performance
evaluation relies on the specific agent-based system to be
analyzed; the performance evaluation parameters are
therefore set ad-hoc. The ResultSet can also be used to
feed back the High-level Modeling and Detailed Design
phases.

2.1. The reference agent model

The agent model is based on the abstraction of event-
driven state-based lightweight agent [7] which can be
represented by the tuple:

<Id, Beh, DS, TC, EQ>,

where:

- Id is the unique identifier of the agent;

- Beh is the DSC-based dynamic agent behavior;

- DS is the data space hierarchically organized of the
agent;

- TC is the single thread of control supporting agent
execution;

- EQ is the event queue of the agent containing received
and to-be-processed events.

The event-driven state-based lightweight agent is
programmed by specifying its Beh through the FIPA-
compliant agent behavioral template [2], reported in
Figure 2, which is a Distilled StateChart [8] consisting of
a set of basic states (Initiated, Transit, Waiting,
Suspended, and Active) and transitions labeled by events.
In particular, the agent performs computations and
interactions in the Active Distilled StateChart (ADSC)
composite state, inside the Active state, which is to be
refined by the agent programmer. The presence of the
deep history connector (H*) inside the Active state allows
for a coarse-grained strong mobility-based agent
migration [9]. An event reaction can produce
computations, which can affect the DS, and/or the
generation of one or more events, or a migration. While
the reception of incoming events (or IN-events) is implicit
and decoupled by the EQ, the transmission of events is
explicitly  carried out by means of the
generate (<event> (<parameters>)) primitive which
allows to asynchronously raise outcoming events (or
OUT-events). The execution semantics of the event-
driven state-based lightweight agent are defined in terms
of the Event Processing Cycle (EPC): the next available
event is cyclically fetched from EQ and is passed to the
Beh which can handle it so triggering one reaction. OUT-
and IN-events are classified in:

- internal events, which can be defined at programming
level for self-triggering active and/or proactive
behavior. In the case of internal events, IN and OUT
events coincide. In fact, an emitted internal event or
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OUT-event is received as IN-event by the emitting
agent itself.

- management events, which include requests and
notifications of services at agent server level such as
agent lifecycle management, creation, cloning, and
migration.

- coordination events, which enable coordination acts
between agents according to a specific coordination
model. In this paper the considered coordination model
is the asynchronous Direct model, even though the
Tuple-based and the Publish/Subscribe event-based
models could also be exploited as shown in [7].

TOP STATE

Resume

INITIATED
TRANSIT

Active Distilled
StateChart

WAITING

Move

Wait
\ Quit ? Destroy /

Figure 2. The FIPA-based template of the event-driven
DSC-based lightweight agent.

In order to exemplify the DSC-based modeling of
agent behavior, the specification of the ADSC of a mobile
event-driven state-based lightweight agent is shown in
Figure 3; Table 1 reports state variables, methods and
events of the example agent specification. The agent
overall goal is that of moving across a set of agent servers
according to a predefined itinerary for monitoring a set of
remote processes. In order to fulfill its goal, the agent
alternates the following three phases:

- Data acquisition, which is performed by generating
DataRequest coordination events targeting N different
local agents which are controlling the local process. As
soon as the monitoring data are collected (after the
reception of all the DataReply coordination events), the
internal Reply event is generated.

- Data processing, which is performed upon reception of
the Reply event and carried out by means of the
process method. It can also occur upon reception of the
Process coordination event sent by another agent (e.g.
the owner agent) if data are enough (the guard g holds),
otherwise the agent returns in the substate of request
which abandoned most recently.

- Migration, which depends on the data processing
which, if successful, enables the agent to autonomously
migrate to another site according to its itinerary;
otherwise, the monitoring process is re-executed.
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s REQUEST

Step / ac2 DataReply / ac3
DataReply / aci
DATA DATA
REQUEST | REPLY
Step / ac2
Reply / ac5

N @ Y,

Process [!g]

Request

PROCESS Process [g] / ac4

Action expressions:
acl:count=0;
generate (new Step(0));
generate (new DataRequest (recipients([0], 0));
ac2:i=((Step)e) .getI();
if (i<N-1) generate (new Step (i+l))
generate (new DataRequest (recipients[i+1], i+1));
ac3:i=((DataReply)e) .getI();
data[i]=((DataReply)e) .getDatal();
count++;
if (count==N) generate (new Reply());
ac4:if (process()) {
next=(next+l)%itinerary.length;
generate (new Move (self (), itinerary([next]));}
generate (new Request());
achb:ac4;
Guards:
g:enough ()

Figure 3. The Active Distilled StateChart
of the example agent.
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3. MASSIMO: a discrete-event simulation
framework for MAS

The Multi-Agent Systems SIMulation framewOrk
(MASSIMO) is a Java-based discrete-event simulation
framework which allows for the validation and evaluation
of:

- the dynamic behavior (computations, interactions, and
migrations) of individual and cooperating agents;

- the basic mechanisms of the distributed architectures
supporting agents, namely agent platforms;

- the functionalities of applications and systems based on
agents.

The architecture of MASSIMO (Fig. 4) is composed of
four basic layers:

(1) Low-level simulation framework, which provides
the basic mechanisms and classes to simulate general
purpose systems;

(i1) Agent platform, which is built atop the low-level
simulation framework and provides a distributed
infrastructure formed by a network of interconnected
agent Servers;

(iii) ELA adapter, which extends the MAAF (Mobile
Agent Adaptation Framework) [8] and allows to map
event-driven DSC-based lightweight agents, provided by
the MAO Framework, onto the agent platform.

(iv) User, which provides abstractions representing
interacting users and users’ behaviors.

In the subsections 3.1-3.4 the four layers are described
in detail. In section 3.5, the basic structure of a MAS
simulator program is exemplified.

VAR DESCRIPTION [ : 1
N Number of requests the agent issues to the local monitoring Userhgent | 1 i Start Rep;/rﬁng
agents
itinerary List of agent servers to be visited I
recipients List of identifiers of the interacting agents L 1 (i) User
data Collector of the data coming from the replyingagents = | ——— — — — —_———t_———— ——_ — — — —i— ———
next Index of the last visited agent server a4
count Number of replies received in a monitoring cycle <<interface>> ELA ! MAOBehavior MAOId
. T 7 o L (from MAOFramewok) (from MAOFramewok)
i Temporary integer variable (from MAAF)
e Reference to the last received event instance AN ! [ J [
METHOD oo ot 1 T \(iij) ELA Adapter
process Specific method for processing data which returns true if the T
processing was successful VirtualNework AgentServer MSG
enough Specific method for evaluating if there are enough data for —
processing
self Method which returns the identifier of the agent (i) Agent Platform
EVENT - Y - - 7YV — - — - — —— — =
Step Internal event pacing the generation of DataRequest ! ]
DataRequest | Coordination event of the asynchronous Direct model sent by the ; L
agent to the local monitoring agents for requesting data MetaAgent Agent H Message Timer
- —
DataReply Coordination event of the asynchronous Direct model sent by a 12 s 4
local monitoring agent for replying to DataRequest H
Reply Internal event indicating data gathering completion
Process Coordination event enabling a forced processing ! ‘ !
Request Internal event activating a monitoring cycle SimulationEngine

Table 1. State variables, methods and events of the
example agent.

(i) Low-level Simulation
Framework

Figure 4. The architecture of MASSIMO.
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3.1. The low-level simulation framework

The low-level simulation framework is composed of
the following base Java classes which support agent-based
programming and simulation of general-purpose systems:

- Agent, which represents a computational state-based
agent communicating through asynchronous messages.

- MetaAgent, which represents a meta-level agent able to
capture and constrain messages sent by computational
agents or by other meta-agents.

- Message, which represents a message sent by an agent
(source) to another agent (target).

- Timer, which is an object encapsulating a Message
instance and a timeout. The message is delivered to its
target at the timeout expiration.

The basic components of the simulation engine (Fig. 5)

are:

- Global System Message Queue (GSMQ), which stores
all the messages to be delivered.

- Global System Timer Queue (GSTQ), which stores all
the timers ranked by timeout value.

- Simulation Clock (SC), which represents the simulation
time. It is incremented every time that a timer expires.

- Filter (FT), which receives the messages generated by
the computational agents and insert them into GSMQ if
they are not subjected to the meta-level agent capture;
otherwise FT forwards the messages to their associated
meta-agents.

- Scheduler (SD), which cyclically extracts a message
from GSMQ and dispatches it to the target agent. If
there are not messages in GSMQ, SD forces a timer
(the one with the lowest timeout) to fire and dispatches
the associated message to its target.

| GlobalSystemMessageQueue (GSMQ) |
dequeue(msg) %queue(ms 2)

Simulation Engine
MetaAgents
=
Scheduler

process($

nd(msg)

[GlobalSystemTimerQueue (GSTQ)|

Knd(ms 2)
Agents

Figure 5. The architecture of the simulation engine.
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3.2. The agent platform

The agent platform layer, which is built atop the low-
level simulation framework, provides two basic
abstractions: the AgentServer, which represents the
infrastructure where event-driven lightweight DSC-based
agents (ELAs) run, and the VirtualNetwork, which
represents a network of hosts on which AgentServers can
be mapped.

The AgentServer, which is an extension of the Agent
class, provides the following functionalities:

- agent management lifecycle, which

(de)registration and execution of ELAs;

- agent migration, which supports the migration of an

ELA from one AgentServer to another;

- agent interaction, which supports the event-based
interaction among ELAs;
- inter-agent-server service signaling.

supports

WHITE PAGES (WP) ELA,
ELAId | ELARef

PROCESSOR

LookUp
Register Event

~ ]

'
.
'
.
v
.
' '
N .
. '
N .
. '
N .
. ELA SET (ES)
N .
N .
' .
N .
' .
N .
' .
.
'
.
'
.

Figure 6. The architecture of the AgentServer.

The architecture of the AgentServer (Fig. 6) consists of
the following components:

- White Pages (WP), which keeps archived the ELAs
running in the AgentServer. It consists of pairs
<ELAId, ELARef>, where ELAId is the ELA identifier
and ELARef is either (i) the reference to the ELA
identified by ELAId and belonging to the set of ELAs
(ES) running in the AgentServer or (ii) the proxy of the
ELA identified by ELAId and migrated to another
AgentServer. A proxy is a triple <AS, MBX, active>,
where AS is the address of the AgentServer to which
the ELA migrated, MBX is the ELA mailbox
containing the events targeting the ELA during the
ELA migration transitory, and active is a boolean
variable indicating whether or not the forwarding
activity of the proxy is on.

- Processor, which receives and processes incoming
MSGs, extensions of the Message class, which can
contain one of the following objects:

(1) an Event targeting an ELA. The ELA target of the
Event is looked up and the Event passed to it if the
ELA is present in the AgentServer; otherwise, the ELA
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Proxy is returned and the Event is encapsulated in a
MSG and the resulting MSG redirected to the
AgentServer address contained in the proxy.

(ii) a created ELA. The created ELA is registered in

the WP.

(iii) an incoming migrating ELA. The incoming ELA is

registered in the WP. If it is not the first time that the

ELA is hosted by the AgentServer, the previously left

proxy is substituted by the incoming ELA.

(iv) an outcoming migrating ELA. The outcoming ELA

is encapsulated in a MSG and the resulting MSG is

transmitted to the target AgentServer. Finally, the
outcoming ELA is unregistered from the WP and its
associated Proxy is set.

(v) an inter-AgentServer service message. The basic

service messages are those for the management of the

MBX of the ELA proxy:

- GetMBX, which is a request issued by a remote
AgentServer to activate the proxy and obtain the
MBX of an ELA which migrated from the
AgentServer to the remote AgentServer. Upon
reception of GetMBX, the AgentServer first looks
up the proxy of the ELA whose identifier is
contained in the GetMBX; then, it retrieves the
MBX associated to the ELA and, if the MBX is not
empty, sends an MBX message containing the
MBX to the remote AgentServer. Finally, the
proxy forwarding is activated (active=true).

- MBX, which contains the mailbox of an ELA
previously requested from a remote AgentServer
by a GetMBX service request. Upon reception of
an MBX message, the AgentServer looks up the
ELA whose identifier is contained in the MBX
message and, if the ELA is present in the
AgentServer, encapsulates the events contained in
the MBX message in Messages targeting the
AgentServer itself and inserts them in the GSMQ.
If the ELA is not present in the AgentServer, MBX
is sent to the AgentServer where the ELA migrated
if the proxy is on; otherwise, the events contained
in the MBX message are inserted in the MBX of
the ELA proxy.

- Generator, which processes the following events
generated by the hosted ELAs:

(1) Internal self-triggering Event. The event is

encapsulated in a MSG whose target is the AgentServer

itself to which the MSG is then transmitted.

(i) External Event. The event is encapsulated in a

MSG whose target is the AgentServer hosting the ELA

target of the event and the MSG is then transmitted to

the target AgentServer.

(iii) Creation Event. The event contains the identifier

and the dynamic behavior of an ELA created in the

AgentServer. These parameters are used to create a

new ELA agent which is then encapsulated in a MSG
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whose target is the AgentServer itself to which the

MSG is then transmitted.

(iv) Timer Event. The event is encapsulated in a MSG

whose target is the AgentServer itself and the MSG

then is encapsulated in a Timer which is set to the

timeout contained in the timer event.
The VirtualNetwork, which is an extension of the
MetaAgent class, is able to set Timers on transmitted
MSGs. It relies on a graph-based network structure in
which a network link is completely reliable and based on
an end-to-end delay model by which the delay of
event/message transmissions [3] and agent migrations [14]
can be calculated. The calculated delay is used as timeout
value of a Timer containing a MSG.

3.3. ELA adapter

The ELA (Event-drive Lightweight Agent) adapter
(Fig. 7) allows to plug a MAOBechavior object
encapsulating the DSC-based behavior of an event-driven
lightweight agent into the simulation framework.

<<interface>>
IMobileAgentAdapter
+ void generate(MAOEvent)
+ void receive(MAOEvent)
+ MAOId getMAOQId()
+run()

MAOBehavior
(from MAOFramework)
+ mas : MAOActiveState
+ mid : MAOId
+ imaa : IMobileAgentAdapter
: + MAOBehavior(MAOActiveState)
+ onAtrrival()
+ onDeparture() + generate(MAOEvent)

A + MAOId self()

1

! MAOId

1 (from MAOFramework)
ELA + hiname : String

+ homeLocation : String
+ currentLocation : String
+ MAOId(String, String)
+ setCurrLocation(String)

+ mbeh : MAOBehavior
+ mid : MAOId
+ as : AgentServer

+ setAgentServer(AgentServer)

Figure 7. The ELA adapter layer.

The ELA class is an extension of the MAAF (Mobile
Agent Adaptation Framework) [8] designed to provide the
basic support for the adaptation of a MAOBehavior to a
mobile agent class which is made available by a specific
Java-based mobile agent platform. The ELA class
implements the IMobileAgentAdapter interface and is
associated with a MAOBehavior and a MAOId
encapsulating  the  high-level agent identifier.
IMobileAgentAdapter declares the following methods for
adapting agent interaction, execution and migration:

- receive, which is invoked to pass MAOEvents to
agents;

- generate, which interprets the MAOEvents generated
within MAOBehavior and translates them into calls of
platform-dependent methods;

- run, which is the method supporting agent execution;

- onDeparture, which is invoked just before the
migration initiates;

- ondrrival, which is invoked after the migration is
completed.
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To completely adapt an ELA to the agent platform layer
the ELA class needs only to implement the methods
receive and generate. The method receive is invoked by
the AgentServer to deliver MAOEvents to ELAs. The
method generate, which is invoked by the MAOBehavior,
passes a MAOEvent to the AgentServer.

3.4. User

The User level makes it available two abstract classes
UserAgent and UserAgentGenerator which are extensions
of Agent. UserAgent represents a user directly connected
to an AgentServer who can create, launch and interact
with ELAs. UserAgentGenerator models the generation
process  of  UserAgents. In  particular, the
UserAgentGenerator is able to create and start UserAgents
according to a given logic (e.g. statistical distribution).
Moreover, the Start message allows for the activation of a
UserAgent or a UserAgentGenerator, whereas the
Reporting message which targets a UserAgent contains a
report sent from an ELA owned by the UserAgent.

3.5. Simulator programming

A MAS simulator can be programmed on the basis of
the simulation entities described in the previous
subsections: ~ VirtualNetwork, = AgentServer, ELA,
UserAgent and UserAgentGenerator. A general simulator
program can be constructed in the following steps:

1. creation of the VirtualNetwork;

2. creation of one or more AgentServers;

3. mapping of the created AgentServers onto distinct

nodes of the VirtualNetwork;

4. creation of the ELAs that will not be created,
directly or undirectly, by a UserAgent;
mapping of the created ELAs onto AgentServers;

6. creation of one or more UserAgentGenerators

and/or one or more UserAgents. In the latter case,
the created UserAgents are to be bounded to one
or more AgentServers;

7. generation of the Start messages targeting the

UserAgentGenerators and/or the UserAgents;

8. start of the simulation engine.

Figure 8 sketches the code of the simulator program of an
example MAS. The MAS is composed of N stationary
service agents (SA) distributed on N different
AgentServer, a UserAgent (UA) which creates and
launches a mobile agent (MA). MA travels along the N
different AgentServers, interacts with the N SAs and,
finally, comes back home by reporting to the UA.

9]
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//initialize the simulation engine
SimulationEngine.init();

//create an Homogeneous Small Network of N_AS+l nodes
VirtualNetwork vn = new VirtualNetwork (N_AS+l, VirtualNetwork.HSN) ;

//add the VirtualNetwork to the set of MetaAgents
SimulatiomEngine.addMetaAgent (vn, MetaAgent.ALL_MSG) ;

//create N_AS agent servers

AgentServer [] ass = new AgentServer[N_AS];
String [] ass_url = new String[N_As];

for (int i=0; i<N_AS; i++){

ass_url[i] = "agentserver'+i;

ass[i] = new AgentServer(ass_url[i], "typeX");

}

//map agent servers to network nodes
for (int i=0; i<N_AS; i++)
vn.map (ass[i], i);
//create the service agents and map them to the agent servers
for (int i=0; i<NUM AS; i++)
ELA sa = new ELA (new MAOId(ass_url[i]+"#sa", null,
ass_url[i]), new MAOServiceActiveState (100));
Msg msg = new Msg(ass[i], ass_url[i], ass_url[i],
Msg.AGENT_CREATION, sa );
ass[i] .process (msg) ;

}

//create the user agent and map it to the N_AS node
UserAgent ua = new UserItineraryAgent ("useragentX", ass_url);
vn.map (ua, N_AS);

//send the Start message to the UserAgent
Agent.send(new Start(ua));

//start the simulation of a duration of 1000000
SimulationEngine.start(1000000) ;

Figure 8. An example MAS simulator program.

4. Performance evaluation of a consumer-
driven agent-based e-Marketplace

An Agent-based e-Marketplace (AEM) is a distributed
multi-agent system formed by both stationary and mobile
agents which provide e-Commerce services to end-users
within a business context. AEMs are distributed large-
scale complex systems which require tools which are able
to analyze not only the AEM at the micro level, i.e.
behaviors and interactions of their constituting agents, but
also the AEM at the macro level, i.e. the overall AEM
dynamics. Although useful insights about AEM micro and
macro levels can be acquired by playing e-Commerce
simulation games and, then, analyzing the obtained
results, or by evaluating real e-Commerce applications,
discrete-event simulators are essential for evaluating how
AEMs work on scales much larger than that achievable in
games or in applications which involve humans. This
section shows the application of the proposed discrete-
event simulation framework to the analysis of micro level
issues of a consumer-driven AEM, i.e. an e-Marketplace
in which the exchange of goods is driven by the
consumers that wish to buy a product.

4.1. An Agent-based Consumer Driven e-
Marketplace model

The modeled AEM, inspired by the systems presented
in [1] and [16], consists of a set of stationary and mobile
agents which provides basic services for the searching,
buying, selling, and payment of goods.



WOA 2005

The identified types of agents are:

- User Assistant Agent (UAA), which is associated
with users and assists them in: (i) looking for a
specific product that meets their needs; (ii) buying
the product according to a specific buying policy.
Access Point Agent (APA), which represents the
entry point of the e-Marketplace. It accepts requests
for buying a product from a registered UUA.

Mobile Consumer Agent (MCA), which is an
autonomous mobile agent dealing with the searching,
contracting, evaluation, and payment of goods.
Vendor Agent (VA), which represents the vendor of
specific goods.

Yellow Pages Agent (YPA), which represents the
contact point of the distributed Yellow Pages Service
(YPS) providing the location of agents selling a
given product. The organization of the YPS can be:
(i) Centralized (C), each YPA stores a complete list
of Vendor Agents; (ii)) One Neighbor Federated
(INF), each YPA stores a list of VAs and keeps a
reference to only another YPA; (iii) M-Neighbors
Federated (MNF), each YPA stores a list of VAs
and keeps a list of at most M YPAs.

Bank Agent (BA), which represents a reference bank
supervising money transactions between MCAs and
VAs
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5. Buying MCA<>VA-BA): the MCA moves to
the location of the selected VA and pays for the
desired product using a given amount of e-cash (or
bills) triggering the following money transaction: (i)
the MCA gives the bills to the VA; (ii) the VA sends
the bills to a BA; (iii) the BA validates the
authenticity of the bills, disables them for re-use,
and, finally, issues an amount of bills equal to that
previously received to the VA; (iv) the VA notifies
the MCA.

6.  Result Report (MCA—UAA): the MCA reports
the buying result to the UUA.

4.2. Agent behaviors

A model of MCA is defined on the basis of the tuple:
<SP, BP, TEM>,
where:
- SP is a searching policy in {ALL, PA, OS}:
a. ALL: all YPAs are contacted;
b. Partial (PA): a subset of YPAs are contacted;
c. One-Shot (OS): only one YPA is contacted.
- BP is a buying policy in {MP, FS, FT, RT}:
a. Minimum Price (MP): the MCA first interacts
with all the VAs to look for the best price of the
desired product; then, it buys the product from

The identified types of interactions between the agent the VA offering the best acceptable price;

types are described below by relating them to the system b. First Shot (FS): the MCA interacts with the VAs
workflow triggered by a user’s request: until it obtains an offer for the product at an

1. Request Input (UAA—APA): the UAA sends a
request to the APA containing a set of parameters
selected by the user for searching and buying the
desired product, i.e. the product description
(Prod_Desc), the maximum product price (Pyx) the
user is willing to pay, and the type of buying policy
(BP).

2. Service Instantiation (APA—MCA): the APA
creates a specific MCA and provides it with the set
of user’s parameters, the type of searching policy
(SP), and the location of the initial YPA to be
contacted. Upon creation, the MCA moves to the
initial YPA location.

3. Searching (MCA<YPA): the MCA requests a
list of locations of VAs selling the desired product to
the YPA. The YPA replies with a list of VA
locations and, possibly, with a list of linked YPA
locations.

4.  Contracting & FEvaluation (MCA<-VA): the
MCA interacts with the found VAs to request an
offer (Po,) for the desired product, evaluates the
received offers, and selects an offer, if any, for
which the price is acceptable (i.e., P,ger<=Pmax)
according to the type of BP.

acceptable price; then, it buys the product;

c. Fixed Trials (FT): the MCA interacts with a
given number of VAs and buys the product from
the VA which offers the best acceptable price;

d. Random Trials (RT): the MCA interacts with a
random number of VAs and buys the product
from the VA which offers the best acceptable
price.

- TEM is a task execution model in {ITIN, PAR}:

a. [Itinerary (ITIN): the Searching and Contracting
& Evaluation phases are performed by a single
MCA which fulfils its task by sequentially
moving from one location to another;

b. Parallel (PAR): the Searching and Contracting
& Evaluation phases are performed by a set of
mobile agents in a parallel mode. In particular,
the MCA is able to generate a set of children
(generically called workers) and to dispatch them
to different locations; the workers can, in turn,
spawn other workers.

Thus, each one of the defined models implements the
product buying service differently.

An MCA task execution model is chosen by the Access
Point Agent (APA) when it accepts a user input request;
the choice can depend on the <SP, BP> pair selected by
the user and on the e-Marketplace characteristics. If the
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chosen task execution model is of the Parallel type then
the MCA is named PCA (Parallel Consumer Agent)
otherwise if the chosen task execution model is of the
Itinerary type then the MCA is named ICA (ltinerary
Consumer Agent). Therefore, a PCA model is defined by
a triple <SP, BP, PAR> whereas an ICA model is defined
by a triple <SP, BP, ITIN>.

The DSC-based behavior of the PCA models is
reported in [4] whereas the DSC-based behavior of the
ICA models, that can be seen as a particular case of the
PCA behaviour, is described in detail in [6].

4.3. Simulation parameters and results

The goal for which the simulation phase was
performed is twofold:

- to validate the behavior of each type of agent, the
different models of MCA agents on the basis of the
different YPS organizations, and the agent interactions.

- to gain a better understanding of the effectiveness of
the simulation for evaluating MAS performances.

In order to analyze and compare the MCA models, the
Task Completion Time (T1c) parameter was defined as
follows: Trc=Tcreation-Treport Where, Tcrgation 1S the
creation time of the MCA and Treport i the reception
time of the MCA report. The simulation scenario was set
up as follows:

- each stationary agent (UAA, APA, YPA, VA, BA)
executes in a different agent server;

- agent servers are mapped onto different network nodes
which are completely connected through links having
the same characteristics. The communication delay (8)
on a network link is modeled as a lognormally
distributed random variable with a mean, p, and, a
standard deviation, ¢ [3];

- each UAA is connected to only one APA;

- the price of a product, which is uniformly distributed
between a minimum (PPyy) and a maximum (PPyax)
price, is set in each VA at initialization time and is
never changed; thus the VAs adopt a fixed-pricing
policy to sell products;

- each YPA manages a list of locations of VAs selling
available products.

- an UAA searches for a desired product, which always
exists in the e-Marketplace, and is willing to pay a
price Pyax for the desired product which can be any
value uniformly distributed between PPyax and
(PPyiaxHPPyi)/2.

Simulations were run by varying the organization of the

Yellow Pages (C, INF and 2NF organized as a binary tree

or 2NFBT), the number of YPA agents in the range

[10..1000] and the number of VA agents in the range

[10..10000].  These ranges were chosen for

accommodating small as well as large e-Marketplaces.

The duration of the performed simulations were set so as
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Figure 9. Performance evaluation of the <ALL,
MP, TEM> models for an e-Marketplace with
YPS=2NFBT, Nyp, ={10, 100} and variable Ny,.
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Figure 10. Performance evaluation of the <ALL,
MP, TEM > models for an e-Marketplace with
YPS=2NFBT, Ny, ={100, 1000} and variable Nyp,.

to allow for the completion of the buying task carried out
by the MCA. The results obtained from the simulations
made it possible to:

(a) evaluate which task execution model is more
appropriate with respect to SP and BP policies (see §4.2)
and for the characteristics of the e-Marketplace;

(b) validate the analytical model proposed in [16]
regarding the sequential and parallel dispatching of
mobile agents.

With respect to point (a), the ICA performs better than
the PCA in the following cases:

- SP={ALL, PA, OS}, BP =FS, YPS ={C, INF};

- SP={PA, OS}, BP =FS, YPS =2NF.

Thus, the APA can choose the itinerary task execution
model if such cases occur.

With respect to point (b), the performance evaluation
focused on <ALL, MP, TEM> models (see §4.2) as these
are the only models of MCA which guarantee both a
successful purchase and the best purchase since they are
successful at identifying the VA selling the desired
product at the minimum price. In order to compare the
performances of PCA and ICA models, the results
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obtained for the <ALL, MP, TEM> MCA models
adopting a YPA organization of the 2NFBT type are
reported in Figures 9 and 10. The results shown in Figure
9 were obtained with Nypy={10, 100} and varying Nya,,
whereas the results shown in Figure 10 were obtained with
Nya={100, 1000} and varying Nyps. In agreement with
the analytical model reported in [16], the PCA, due to its
parallel dispatching mechanism, outperforms the ICA
when Ny, and Nyp, are increased.

5. Conclusions

Validation tools for agent-based and multi-agent
systems are highly required before such systems get
completely deployed on distributed execution platforms.
In order to support the validation phase of agent-based
systems at different levels of granularity, from agent
behaviors, protocols and services (micro-level) to global
system behavior (macro-level), flexible and robust agent-
oriented, discrete-event simulation frameworks should be
carefully designed and developed. This paper has
proposed a Java-based discrete-event simulation
framework (MASSIMO - Multi-Agent  Systems
SIMulation framewOrk) which aims at supporting the
validation activity of agent-based and multi-agent systems
modeled and programmed by using an integrated
approach based on the Distilled StateCharts formalism
and the related programming tools. In particular,
MASSIMO allows for the validation and the performance
evaluation of the dynamic behavior (computations,
interactions, and migrations) of individual and
cooperating agents, the basic mechanisms of the
distributed architectures supporting agents, namely agent
platforms, and the functionalities of applications and
systems based on agents. Finally, some results about the
exploitation of MASSIMO for the validation of a
consumer-driven agent-based e-Marketplace have been
reported. Current efforts are being devoted to applying
MASSIMO for the validation and performance evaluation
of workflow instances enacted by agent-based enactment
engines in the context of agent-based workflow
management systems.
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Abstract—The intrinsic complexity of self-organising multi- ideas and design choices, and to effectively tune parameters
agent systems calls for the use of formal methods to predict of the final system.
global system evolutions at early stages of the design process. Among the various formal models to specify quantitative

In particular, we evaluate the use of simulations of high-level .
system models to analyse properties of a design, which canaspects of MASs we promote the use of the stochastic

anticipate the detection of wrong design choices and the tuning calculus process algebra [S]—see [4] for more details on that
of system parameters, so as to rapidly converge to given overall decision. This language is basically unexplored in the context

requirements and performance factors. _ of self-organising MASs: on the one hand, its simulation
We take abnormal behaviour detection as a case, and deV'SetooIs are relatively recent (see e.g. [6]), and on the other

an architecture inspired by principles from human immune . . L . . .
systems. This is based on thduCSoN infrastructure, which It Was primarily inspired by the need to model biological

provides agents with an environment of artefacts—most notably Systems [7]. However, we show it can be fruitfully applied
coordination artefacts and agent coordination contexts. We then to the MAS paradigm as well: as far as stochastic aspects are

use stochasticr-calculus for specifying and running quantita-  concerned, the typical complexity of agent internal machinery
tive, large-scale simulations, which allow us to verify the basic oo, he gitably abstracted away, focussing instead on agent
applicability of our ID and obtain a preliminary set of its main . . . L
working parameters. interactions and high-level activity changes.
For this purpose tools like SpiM (Stochastic Pl-calculus
Machine [6]) can be effectively used to track the dynamics of
. INTRODUCTION global system properties in stochastic simulations, validating
The trend in today information systems engineering wesign directions, inspiring new solutions, and determining
toward an increasing degree of complexity and opennessjtable system parameters.
leading to rapidly changing requirements and highly dynamic In this paper, we apply these ideas to the study of an intru-
environments. Since the cost of system management is bn detection (ID) infrastructure for open MASs. In particular
coming comparable to the cost of the system itself [1] weur focus is on detecting anomalies in agents behaviour: the
need new engineering methodologies and tools. In that sesstution we describe here is inspired by principles of human
social and natural sciences are recognised as rich sourcesimpfiune system [8]. The infrastructure we devise is based on
inspiration: e.g. the Autonomic Computing initiative tries tahe TUCSoN technology [9}. This allows us to structure a
face complexity applying self-regulating mechanisms typic#AS not only in terms of agents, but also withple centres
of biological processes [1], [2]. [10] as coordination artefacts[11] and agent coordination
Self-organisation is a promising theoretical framework teontexts[12](ACC) asboundary artefact§13]. Coordination
reduce complexity of systems engineering. A system if saigtefacts are used to model resources in the environment on
to beself-organisingf it is able to re-organise itself upon envi-which agents act upon. ACCs specify and enact the access
ronmental changes, by local interaction of its parts without apylicies which each agent is subject to, and can be used to
explicit pressure from the outside [3]. A system built accordinigoth (i) reify relevant information about the agent/artefacts
to this principle is usually able to perform complex tasks eventeraction, and(ii) to deny malicious agents to access the
though its components are far simpler when compared tavBAS environment.
monolithic solution. To evaluate the impact of different design choices and pa-
In this paper we continue along the line discussed in [4] immeters of the ID infrastructure—such as inspection/detection
order to explore methodological aspects of the engineeringrafes, number of inspectors, and the like—we simulate the
self-organising MASs. Because of the complexity inherent isehaviour of different scenarios using SpiM specifications.
these systems, and the difficulties in predicting their behaviourThe rest of the article is structured as follows. In Section
and properties, we find it crucial to exploit formal tools fol| we briefly highlight the main mechanisms and properties of

simulating systems dynamics at the early stages of desigitrusion detection and the human immune system. In Section
In the case of self-organising MASSs, in fact, this approach

appears to be almost unavoidable in order to nurture evolvinghttp://tucson.sourceforge.net
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Il we describe our general architecture for a MAS based dhis composed by reactive non-specific barriers such as the
TUCSoN, and show how to develop an anomaly detectioskin, and by active mechanisms, i.e. tlimnate and the
application. Section IV motivates the usemtalculus and its acquiredimmune system. The innate immune system protects
stochastic extension, providing a simulation related to our e body against known antigens, i.e. it is not adaptive,
domain using SpiM. Finally, Section V concludes by providingvhile the acquired immune system improves during individual
final remarks, and by listing some of the main directions fdife, discovering and memorising new antigens. The acquired

our future research. immune system is composed of different types of cells: here
we consider onlylymphocytessince they are responsible for
Il. INTRUSIONDETECTION AND IMMUNE SYSTEM the main form of immune response. The mix of lymphocytes,

In this section we first depict the main aspects of intrusiofhich changes over time, defines the set of detectable antigens:
detection systems (IDSs), and then describe the structure #g let the immune system cover a larger space of antigens—
main principles regulating the human immune system. Ve Phenomenon calledynamic coveragelLymphocytes can
are not concerned about accurately modelling or mimickifcome a “memory” if they bind to several antigens: this
an immune system, instead we gather from there inspiratigigchanism allow for a faster response if an antigen is met

and principles for the engineering of secure self—organisir?@air?- _ .
applications. It is easy to notice that we can define a parallel be-

tween human immune system and security for electronics

A. Security and IDSs in Information Systems systems. Statlc_: nonfspecmc barrlers_are regllsed by authen_tl-
h | hani q inf cation mechanism, firewalls etc. The innate immune system is
There zi)re severlzla melc z;nlsbms_ used to pr(_)teclt In Or_mZ‘%%pped into authorisation policies, antivirus, trojan removers,
systems, but usually only the basic ones are implemerited: ;4 'misuse-detection. The acquired immune system instead

authentication the identity is proved by the knowledge Ofig 135064 into anomaly-detection systems, which are able to
a secret (e.g. password) or a physical unique property (eagscover new threats
fingerprint, retina, voice)(ii) authorisation user actions on '

:Eztsr{)slgzm are constrained by its role and the policy linked to . SECURITY IN MAS
However, applications flaws typically cause these methods!n the following we describe our reference architecture for

not to be sufficient alone [8]. For instance, protection &¢/ASs, and discuss how to devise a security layer drawing

the host level is achieved using additional software such @geful concepts and techniques from previous works on IDS,

firewalls, antivirus and many other specific tools. Furthefs Well as principles from the human immune system.

more authorisation policies cannot account for all possible

sequences of actions, and a specific sequence might exhiQitA General Architecture for MASs

unexpected side-effects. In particular, it is in general 100 |, yiq section we describe a general architecture for MASs
expensive and impractical (or even unfeasible) to intercept ﬁgsed on th@uCSoN coordination infrastructure [9], showing

emergent harmful paths at design-time. an approach to ensure security applying principles of the
Hence automated tools are a very useful support for tﬂﬁmune system

detection of malicious behaviou.r. In this .direction, many \ve consider a system that provides agents with services
efforts have a[ready been spt_ant in developing IDSs. An IDe%coded in terms of coordination artefacts, i.e. runtime ab-
tries to detg ctintruders and.mlsuse of a target software SYStefctions encapsulating and providing a coordination service,
by fobser(\jnng users behaymufr and dekczldlng wether actiopSpe exploited by agents in social contexts expressed by coor-
peIrEf(?_rme arefsymﬁtDoggnc 0 ?n ?ttdacb. th ¢ dination rules and norms [11]. Following the general model for
iciency of an IS evaluated by Ihre€ paramelerg oy qtg [16], a coordination artefact could be characterised
accuracy (rate of false-alarms)performan(_:e(rate of au_d|t by a usage interface, a set of operating instructions, and a
llf\J/lf_()C@SSg]g), dalgog;mple(tjeness(_ratedof m|sser? de:]ecuon)é@oordination behaviour specification, which can be exploited
Isuse-base Y to etegt Intruders matg ng the actg cognitive agents to rationally use a coordination artefact.
user behaviour with known signatures of malicious behaviou ‘Accesses of agents to these resources is restricted by an

}Anomarl]y—tb.?ged IDSﬁy to ddtetiCt tt;]ehawourls th?t _‘::“eﬁ:ﬁereﬁhuthentication procedure. When an agent enters the system an
rom what It Is considered to be the hormal activity. There Nag i, ,jsation policy limits its actions allowing the exploitation

been already a lot of work for both approaches to deal wi

f h techni di hasti daétoordination Context (ACC) [12], [13]. An ACC works as
of such techniques, expressed In a stochastic manner, an %\Qnt interface towards the environment: it is like a control

they can influence the design of a protection layer for a mulpc—)Om providing e.g. buttons and displays to an human, which

agent system. are the only means by which he/she can interact with the

) environment. Thus, the ACC enables and rules the interaction

B. Human Immune System Overview between the agent and the environment [12], and it is then

The human immune system protects the body against amtible to capture security and organisation aspects in MASSs.
gens, i.e. foreign molecules that trigger an immune response particular, the ACC is the right place to put authorisation
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2) the percentage of agents exhibiting abnormal behaviour
is sufficiently low during the initial observation stage

The former hypothesis is quite straightforward and must hold

atiact true every time dealing with statistical data. The latter is very

*—
difficult to prove because one would have to check every action
Acc and in most situations this might be unfeasible or simply not

Te
Te

Te @
e

affordable without automated tools. But we can reasonably
argue that most of users of a system are interested in exploiting

Environment {} a resource rather than to hack it. Furthermore the second
Vyelcome hypothesis affects the threshold value used to decide wether

outside an agent is dangerous or not: this value is as reliable and
Envronment O Q Agent accurate as the number of anomalies is low during the initial

stage. Since we are performing the detection task on-line, the
actions distribution might changes over time, so we should
also consider some tolerance ranges.

Referring to section IlI-A we describe now how the secu-
rity layer fits into the general architecture. First we need a
5% 2% 1. way to provide observabilit_y of the interaction agent-artefact:
15% | 15% basically we have two choices:

« providing inspectors with access to ACCs

« reifying the action in a specific artefact for logging
Since we need two kinds of information, the average behaviour
Fig. 2. The statistical approach for anomaly detection relies on the faghd the individual one, we can exploit both mechanisms: e.g.

that the abnormal behaviour is distinguishable from the normal one. This can L . . .
viour 15 1o 1nau! S S¥e can log the individual behaviour in the ACC while the

be restated irthe behaviour distribution of abnormal agents (right) is very
different—at least for the critical actions—from the distribution of normaaverage behaviour can be handled by another shared artefact.
ones (lefy If agents privacy is not a main concern we can also reify both
information using another artefact, which aggregates actions
to define the average and individual signature.
policies, typically specified using a Role Based Access ControlSince observability mechanisms have been provided, now
model (RBAC) [17]. The whole architecture is depicted imve need a set of agents whose goal is to observe periodically
Figure 1. the use of resources. The actuaimber of agents inspecting
Usually the two mechanisms of authentication and authand therate of inspectionare parameters of the security
risation are considered to guarantee a sufficient degreesgstems that should be dynamically tunable. When an agent
protection. However we promote the idea—as pointed out dtetects abnormal behaviour, it should report it to the proper
the intrusion detection community—that a dynamic system @ithority, which then decides wether to invalidate the ACC or
better protected by additional dynamic mechanisms. Cormst: invalidating the ACC means denying any further access to
spondingly, we introduce a layer aimed at detecting anomaliessources. This authority might be a human or artificial agent
in agents behaviour inspired by the immune system as well@dapending on the complexity and criticality of the decision
by previous works on IDSs [8], [14]. process.

Fig. 1. A general architecture for a multi-agent system.

A B C E F A B C E F

Average Behavior Behavior of Agent X

B. Anomaly Detection in MASs C. An Artefact for Logging Purpose

Let us consider agents willing to exploit a specific artefact: After we described the scenario, the architecture and the
we can trace their behaviour “for a while” and then createrinciples, we aim now at actually designing the artefact that
an average distribution of actions over that resource. Weuld support the anomaly-detection task. For the sake of
can consider that distribution to be the “normal” way fosimplicity, our hypothesis is that there are no concerns of
agents to interact with a particular artefact (Figure 2 leftprivacy for agents, i.e. it is not a problem to publish all agent
From now on it is possible to observe an agent in order @gtions: thus, in order to adopt the second approach described
build its particular distribution of actions: the deviation fronin section IlI-B, we only need to worry about the artefact
the average distribution might be a symptom of intrusion étesign.
abnormal activity. For instance, if the action C is critical then We use TUCSoN infrastructure [9] as our main source
the agent X (Figure 2 right) should be inspected to decider artefacts: in particular, artefacts for logging are suitably-
wether he is acting properly or might cause problems. programmedReSpecT tuple centres [10]. Hence what we

In order to support the process described above, a mechaed for a complete description of such an artefact are the
nism to observe the agent behaviour is needed, e.g. by usiégplates for all the tuples used for the representation, and

logging tools. This approach is valid under two hypothesesthe ReSpecT specifications for handling the log tuples. ]
. , - In particular, we only need three templates, respectively (i)
1) the number of traces is such that the data is statisticafly actions logging, (i) for the individual behaviour signature,

significant and (iii) for average behaviour signature.
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%1) This reaction is executed only the first time the

% action identified by ActionID is performed for the A TheTr-C3|CU|US

% first time over a specific artifact

reaction( out_r(action(AgentiD, ActionID)), .
i (actonagenid, ActonD), ¢ The rr-calculus is a formal model developed to reason about
no_r(average_signature(ActionID, Count)), .y s s .
oul_r(average_signature(ActioniD, 1)), concurrency [18]: it is a language for describing and analysing
out_r(individual_signature(AgentiD, ActionID, 1)) 2. . .

». systems consisting of agents (or processes) which interact

%?2) This reaction is triggered by an action identified by W|th eaCh Other. The baS|C ent|ty IS rmme Wh|Ch IS Used

%  ActionID has already been performed the agent

%  identiied by AgentiD as an unstructured reference to a synchronous channel where

reaction( out_r(action(AgentID, ActionID)), ( . . . .
in_r(average._signature(Actionid, Coun), messages can be sent and received. In its simpler version, a
in_r(individual_signature(AgentID, ActionID, Counti)), . . .
in_r(action(AgentiD, ActioniD)), process is built from names according to the syntax:

Countl is Count + 1,
Countil is Counti + 1,
out_r(average_signature(ActionID, Countl)),

out_r(individual_signature(AgentiD, ActionlD, Countil)) P:=0 | E 7. P; | (P ‘Q) ‘ P | (V:E)P N}
)-
iel

%3) This reaction is triggered by an action identified
% by ActionlD has already been performed from other

% agents, but its the first tme for the agent 0 is the empty process. The summatidn, , =;.P, means
% identified by AgentlD . . ve .
reacton out tacton(Agento, actond), ( that an agent might perform any prefix actiaf, and cor-
in_t(average_signature(ActionlD, Coun)), , respondingly continues aB; behaviour: prefix formsr; are
no_r(individual_signature(AgentID, ActionID, Counti)), . 7 .
Countl is Count + 1, of the kindgz (send the name at channely), y(x) (wait for
out_r(average_signature(ActionlD, Countl)), .
,, cu(dividual sgnature{agent, ActoniD, 1) a name at channe} and rename it ag), and = (perform
_ _ a silent action). A compositionP|Q representsP and Q
%4) This reaction should never be triggered in normal
% situation but it's useful to recover from inconsistencies exeCuted |n |nter|eaved COnCurrenCy A repllcat!(ﬂ] means
reaction(  out_r(action(AgentID, ActionID)), ( e e s .
in_r(action(AgentiD, ActioniD)), that (infinitely) many copies oP can be executed concurrently
no_r(average_signature(ActionID, Count)), . . e
I_t(ndvidual sgnature(AgenD. ActioniD, Court)), (like P|P|....). Restriction(vz)P creates the new name
ountil is Counti + 1, . . .
out_r(average_signature(ActioniD, 1)) _ and bounds its use if*. The semantics of-calculus can be
out_r(individual_signature(AgentID, ActionID, Countil)) . . ags .
- described by a transition system, where the transition relation
Fig. 3. ReSpecT specification for the logging artefact behaviour. P — P'—a process” moving to P’ by the occurrence of

an inner interaction—is defined by operational rules [18].

1) action(agentlD, actionID)

2) individual_signature(agentlD,actionID, count) B. On Stochastic Models
3) average_signature(actionID, count)

The system provides the first tuple each time an actionIn general, each formal model whose semantics is given by
is performed: this tuple triggerReSpecT reactions which @ transition system can be extended to a stochastic version,
update signature tuples, then it is discarded. Each signatlggorting to the idea of Markov transition system. There, each
tuple is a counter for an action, which is incremented eadf@nsitionP - P’ is labelled with arate r, a non-negative real
time that action is performed by an agent: recording sud@lue which describes how the transition probability between
information for each action makes is possible for an ageft and P’ increases with time. Stochastic models allow for
to build the actual signature. quantitative simulations, for rates can be used to express
Each time an artefact is introduced in the environment tiépPects such as probability, speed, delays, and so on.
signature of normal behaviour it is automatically built, which However, from an engineering perspective the choice of
becomes significant only when the number of request exce#tliich language is used for describing processes is a crucial
a certain threshold. Figure 3 includes the whole specificatio®ne, for the system to be simulated is to be effectively
Now that we have the anomaly detection support we mugpresented in the language.
decide the parameters of the security systems: number offhree basic options are availabl@: automata, like finite-
inspecting agents and rate of inspection—see section llis#ate ones, where the system is described by state changes and
for details. Given the computational cost of inspection arfey supporting data structures (such as staci);nets, like
assuming a certain percentage of abnormally-behaving ageR&{ri Net, where the system is described by a marking of to-
we can simulate the system in order to predict the god@ns spread over a graph; and finglli) process algebras, like
values for system parameters. In the next section we describealculus, where the system is described by a composition of

Stochasticr-Calculus and how to exploit it for such purposeinteracting entities. We find the third approach to be the best
suited for describing quantitative aspects of complex MASs—

such as self-organising ones. On the one hand, differently
IV. SIMULATIONS IN 7-CALCULUS from automata, process algebras allow to express concurrent
In this section we briefly introduce-calculus [18] and its 2activities (agents in this case). On the other hand, differently

stochastic extension [5]. Then we present the results obtairfEM nets, process algebras allow for full compositionality: this

by simulating a Stochastic Pi-Calculus specification using tRECPErty is a particularly relevant one, as it allows to express
Stochastic Pi Machine (SpiM) [6]. agents (and artefacts) with different roles separately, and then

simply reuse such definitions to express the whole system

2The source code for the experiments in this paper can be downloaded frmpqel Py composition (parallel composition, summation and
http://www.alice.unibo.it/download/spim/woa2005.zip . replication).
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C. Stochastier-Calculus andr-Machine

800

Priami [5] introduced a stochastic extensionstealculus. ‘ ‘ ‘ ‘ Amgt —
Each channel name is associated with an activity ratie o0 1
delay of an interaction through that channel (representing the |
use of a resource [5]) is then a random variable with an
exponential distribution defined by Exponential distributions
are used because they enjoy the memoryless property, i.e.
each transition is independent from the previous one. Given a
channel namer, the probabilityp; of a transitionP —% P,
representing an interaction throughis the ratio between its 20\,
rate ; and the sum of rates of the transitions throughe ool .
enabled by P: .

L L L L L
0 200 400 600 800 1000 1200

1<i<n. (2)

500 [

400 -

numb. of agents

T
pi = R
Zj:l..n Tj

In the following, we consider the SpiM [6] implementatiorFig. 4. A simulation of a simple system where normally- and abnormally-
for the stochastiar-calculus interpreter behaving agents can enter and leave. Inspectors limit the activity of abnormal
’ agents.

D. Simulating Anomaly Detection

. . . N V. CONCLUSION AND FUTURE WORKS
In this section we discuss how to exploit Pi-Calculus for

simulating the previously described security system. We areThis paper is based on a previous work [4] where we started
not going to describe here how to write stochastic pi-calculitting together the elements of a framework for engineering
specifications since it has already been widely covered B§!f-organising applications. While in [4] we focused on the
the literature, e.g. see [7], [6]. In order to give an insigmpplicability of stochastic pi-calculus, in this paper have given
of the specification process, we have mapped an agent t§'@re details on domain specific issues, programming artefacts
set of concurrent processes which are able to send/recdReSupport anomaly detection for MAS and targeting the
signal to/from other agents: a more detailed description of ogifnulations to the specific case. We consider MASs composed
approach is available in [4]. py agents an(_:i artefacts [13], [11], and we build simulations
We consider an environment in which agents can entfy @ Stochastic process algebra setting able to tune system

and leave after being authenticated and authorised: since R@ameters at design time. We are developing an anomaly
want to keep the average number of agents constant we &gigction system fofuCSoN and in parallel we consider this
the entering and leaving rates to be equal. The simulatigRPlication as a case to assess the impact of simulation in
parameters aré)) the number of agents within the systenfNdineering self-organising system. o
att = 0, (i) the “concentration” of normal vs. abnormal The system depicted is based on f&CSoN coordination
agents(iii) the rates at which normal behaving agents entblfTastructure, it features the remarkable notion of ACCs,
the system(iv) the rates at which abnormally-behaving agent¥hich enable to control agent actions, reify information on
enter the system(v) the duration of the simulation. action sequences (to be read by the infrastructure and/or other
Then we add inspector agents to the system, which obseﬂ%ants)’ pre_vent agent actions frc_)m_a given pom_t |n.t|rr_1e.
the behaviour of external agents: each inspector performs the architecture and general principles we took inspiration

same task but independently from the others. The anoméﬂ?m the human immune syste_m and previous yvorks on IDSs.
detection system parameters are For the methodology, we relied on formal simulation and

modelling via stochastia-calculus, which—even though is a
quite new language in the context of the MAS community—
showed its effectiveness as a design tool.
Both parameters should be dynamically adjustable, e.g. if theWhereas our experiments need to be further detailed, we
system is under attack it can raise its defences: for the whdlelieve they generally emphasise the ability of the proposed
duration of the simulation we consider them to be constantapproach to help the MASs developers to anticipate design
The results are plotted in Figure 4. With the chosen valudscisions and strategies at the early stages of design—before
for the parameters, this chart let us observe that the systenadsually developing prototypes and testing them.
able to exclude agents behaving abnormally within about 400We have a basic prototype of anomaly detection systems
time units. If that is acceptable—i.e. the system still workingn top of TuUCSoN-based MASs, but we need to further detail
at the target quality level—we can choose those parametarsl test it in order to validate simulation results. Other than
value for tuning the actual system. Since these results hdesting security at the artefact level, we also plan to explore
been obtained by simulation they must be validated by titfee implications of extending this approach to a network of
actual system: this last step is going to be addressed soomdales hosting the same sort of artefacts.
the future. Finally, in this paper we have only been concerned with

« the number of inspectors
« the rate of inspections
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self-organisation mechanisms. In future works we intend to8] R. Milner, J. Parrow, and D. Walker, “A calculus of mobile processes,
explore the dynamics that causes system properties to emerge. Part l/ll,” Information and Computatignvol. 100, no. 1, 1992.

For example, the unigueness of the human immune system

provide the human species with a greater probability to survive

to a specific antigen: this emergent property could be very

important for distributed system.
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Abstract— This paper introduces a research activity aimed at
the definition of a methodology to provide a solid conceptual
framework for the development of simulation systems focused on
crowd dynamics and based on the Situated Cellular Agent (SCA)
model. After a brief introduction of the SCA Model, the general
methodological approach is described. The main steps provide
the definition of the spatial abstraction of the environment, the
definition of its active elements, and the specification of types of
mobile agents, the related behaviours with particular attention
to their movement by means of the notion of utility. A case study
is also briefly described in order to show how the methodology
was applied in the modelling of crowd behaviour in a subway
station.

I. INTRODUCTION

The Situated Cellular Agents (SCA) model [1] is a formal
and computational framework for the definition of complex
systems characterized by the presence of a set of autonomous
entities interacting in an environment whose spatial structure
represents a key factor in their choices on their actions and in
determining their possible interactions. The model has been
successfully applied in different contexts, and in particular
its focus on the modelling of the environment as well as
its inhabiting agents and their interactions, make it partic-
ularly suitable for simulation of actual physical systems. In
particular, crowd modelling and simulation requires to model
the autonomous behaviour of individuals interacting among
themselves (e.g. because they compete over a shared resource,
but also because of crowding effects) and the interaction
among pedestrian and the environment. In fact in this situation
the concept of perception must have a very precise meaning,
and it influences the modelling activities as well as the design
and implementation of the simulation system.

There are several computational approaches to crowd mod-
elling, ranging from analytical ones, which generally consider
humans as particles subject to various forces modelling inter-
actions among pedestrian (see, e.g., [2]), to Cellular Automata
(CA) based models which provide a discrete abstraction of the
environment, whose cells encapsulate the possible presence of
pedestrian and whose transition rules represent the rules that
govern pedestrian movement (see, e.g., [3], [4]). Agent based
models are more suited than the previous ones to be applied
to situations characterized by a certain degree of heterogeneity
and dynamism of agents and environment. Moreover, several
indirect interaction models provide the possibility of situated

agents to leave marks in the environment to influence the
behaviour of other mobile entities. This metaphor has been
often exploited to model the movement of animals but also
humans (see, e.g., [5]). Also situated agents were successfully
applied in this context, and in particular the Situated Cellular
Agents model (SCA) [6], but to our knowledge a methodology
for the analysis, modelling and design of crowd simulations
through situated agent models does not exist.

Several methodologies for the analysis and design of multi-
agent systems have been defined (see, e.g., GAIA [7], IN-
GENIAS [8] and SODA [9]) but they are more focused
to the design of general purpose software systems analyzed
and structured using the notion of agent, and thus they lack
focus to simulate specific issues. Some specific methodolog-
ical approaches to multi-agent simulation can also be found
(see, e.g., [10]) but they are still very abstract and do not
provide specific support to crowd modelling. In this paper
the first proposal of a methodology for the modelling of
SCA based crowd simulations is introduced. In particular, the
methodology provides a set of phases for the definition of an
abstraction of the structure of the simulated environment, the
specification of active elements of the environment able to
generate signals facilitating the movement of pedestrian, and
types of agents, with the related perceptive capabilities and
behavioural specifications. The following Section will briefly
introduce the SCA model, while the proposed methodology
is defined in Section III. A specific case study focused on
the modelling of pedestrian in a subway station adopting
the proposed methodology is described in Section IV, This
scenario was chosen in the wider domain of crowd modelling
and simulation because it presents very complex behaviours
that are not easily found in other typical simulation scenar-
ios such as room evacuation. Preliminary results and future
developments will end the paper.

II. SITUATED CELLULAR AGENT MODEL

The Situated Cellular Agent model is a specific class of
Multilayered Multi-Agent Situated System (MMASS) [11]
providing a single layered spatial structure for agents environ-
ment and some limitations to the field emission mechanism.
A thorough description of the model is out of the scope of
this paper, and this aim of Section is to briefly introduce it to
give some basic notion of the elements that are necessary to
describe the methodology.
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A Situated Cellular Agent system is defined by the triple
<S pace, F) A> where Space models the environment where the
set A of agents is situated, acts autonomously and interacts
through the propagation of the set F' of fields and through
reaction operations.

Space is defined as a not oriented graph of sites. Every site
p € P (where P is the set of sites of the layer) can contain
at most one agent and is defined by the 3—tuple (a,, Fp, P,)
where:

e a, € AU{Ll} is the agent situated in p (a, = L when
no agent is situated in p that is, p is empty);

o F, C F is the set of fields active in p (F), = () when no
field is active in p);

e P, C P is the set of sites adjacent to p.

A SCA agent is defined by the 3—tuple < s,p,7 > where
T is the agent type, s € 3, denotes the agent state and can
assume one of the values specified by its type (see below
for ¥, definition), and p € P is the site of the Space
where the agent is situated. As previously stated, agent fype
is a specification of agent state, perceptive capabilities and
behaviour. In fact an agent type 7 is defined by the 3—tuple
<ET,PerceptionT,ActionT>. Y, defines the set of states
that agents of type 7 can assume. Perception, : X, —
[N x Wy, ]...[N x Wy, ] is a function associating to each
agent state a vector of pairs representing the receptiveness
coefficient and sensitivity thresholds for that kind of field.
Action, represents instead the behavioural specification for
agents of type 7. Agent behaviour can be specified using a
language that defines the following primitives:

o emit(s, f,p): the emit primitive allows an agent to start
the diffusion of field f on p, that is the site it is placed
on;

o react(s,ap,, py,-- -, ap,, s ): this kind of primitive al-
lows the specification a coordinated change of state
among adjacent agents. In order to preserve agents’
autonomy, a compatible primitive must be included in the
behavioural specification of all the involved agents; more-
over when this coordination process takes place, every
involved agents may dynamically decide to effectively
agree to perform this operation;

o transport(p,q): the transport primitive allows to define
agent movement from site p to site ¢ (that must be
adjacent and vacant);

o trigger(s,s’): this primitive specifies that an agent must
change its state when it senses a particular condition in
its local context (i.e. its own site and the adjacent ones);
this operation has the same effect of a reaction, but does
not require a coordination with other agents.

For every primitive included in the behavioural specification
of an agent type specific preconditions must be specified;
moreover specific parameters must also be given (e.g. the
specific field to be emitted in an emit primitive, or the
conditions to identify the destination site in a transport) to
precisely define the effect of the action, which was previously
briefly described in general terms.

Each SCA agent is thus provided with a set of sensors
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that allows its interaction with the environment and other
agents. At the same time, agents can constitute the source
of given fields acting within a SCA space (e.g. noise emitted
by a talking agent). Formally, a field type ¢ is defined by
(W4, Diffusion,, Compare;, Compose;) where W; denotes
the set of values that fields of type ¢ can assume; Diffusion, :
P x Wy x P — (W)7 is the diffusion function of the field
computing the value of a field on a given space site taking into
account in which site (P is the set of sites that constitutes the
SCA space) and with which value it has been generated. It
must be noted that fields diffuse along the spatial structure of
the environment, and more precisely a field diffuses from a
source site to the ones that can be reached through arcs as
long as its intensity is not voided by the diffusion function.
Compose; : (W;)T — W, expresses how fields of the same
type have to be combined (for instance, in order to obtain
the unique value of field type t at a site), and Compare; :
Wy x Wy — {True, False} is the function that compares
values of the same field type. This function is used in order
to verify whether an agent can perceive a field value by
comparing it with the sensitivity threshold after it has been
modulated by the receptiveness coefficient.

III. METHODOLOGY FOR SCA-BASED CROWD
MODELLING

In SCA agents’ actions take place in a discrete and finite
space. Entities populating the environment are classified in
types, which represent templates for the specification of active
elements of the environment. The latter are not only mobile
entities, but also specific elements of the environment which
the modeller wishes to exploit to influence the former (e.g.
with attraction or repulsion effects). To model an agent type in
SCA means to define the allowed states, perceptive capabilities
and behavioural specification. In the proposed methodology,
agent’s states represent attitudes, in terms of perceptions (in
fact, as previously introduced, the state determines the current
agent’s perceptive capabilities), but also conditions which
determine its choices on actions to be selected and carried out.
These actions include the definition of influences of the agent
on other entities of the environment (e.g. crowding effects)
by means of field emissions, the specification of its motory
system and movement preferences by means of the notion
of movement utility, but also the transitions from one state
to another (i.e. a change of attitude towards the perception
and action in the environment). While some agents related to
active parts of the environment may present a very simple
type specifications, mobile entities with different possible
movement attitudes might require several states and complex
behavioural specifications.

The diagram shown in Figure |1 shows the main phases of
the methodology, while in the following subsections the steps
that bring to the definition of a complete model for crowding
simulations will be introduced. It must be emphasized that the
first three steps lead to the development of a computational
model which can be adopted in several experiments on an
analogous scenario. The last two phases are those that effec-
tively characterize the specific experiment. Section TV| will
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specification) other parameters)

Fig. 1. A diagram showing the main phases of the methodology.

then present a concrete case study in which the proposed
methodology has been applied.

A. SCA spatial structure

In order to obtain an appropriate abstraction of space
suitable for the SCA model, we need a discrete abstraction
of the actual space in which the simulation will take place.
This abstraction is constituted of nodes connected with non-
oriented arcs (i.e. a non oriented graph). Nodes represent the
positions that can be occupied by single pedestrian once per
time. Some of the nodes can be occupied by some agents
that constitute part of the environment (doors, exits, shops
etc), and that cannot be occupied by other individuals. Arcs
connect nodes, representing the adjacency of one node to
another. Individuals can move by single steps only from one
node to other nodes that are in its immediate adjacency, so
arcs and adjacency constraint agents’ movement. However, as
previously mentioned, the spatial structure of the environment
also constraints field diffusion.

SCA space represents thus an abstraction of a walking
pavement, but it has to be sufficiently detailed to be considered
a good approximation of the real environment surface, and it
allows a realistic representation of the movements and paths
that individuals would follow. As for other crowd modelling
and simulation systems we assume that a single node is
associated to the space occupied by a still person [3], but
the choice on the dimension of what must be considered the
atomic element of the environment (a single cell) depends on
the specific simulation scenario and on the related goals.

B. Active Elements of the Environment

As previously introduced, in this framework we assume
that specific elements of the environment can be perceived
as reference points influencing (or even determining) the
movement of pedestrians. The SCA model provides a simple
mean of generating at-a-distance effects that can be exploited
to generate attraction or repulsion effects: the field diffusion-
perception-action mechanism. However, only an agent can be
the source of a field, and thus the proposed methodology
requires the reification of objects or abstractions exploited to
generate attraction/repulsion effects as immobile agents that
are able to emit fields.
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In this phase active objects in the environment have to be
selected, and field types have to be assigned. Attention must
be paid not only to physical objects of the environment which
constraint agent movement (and that can thus be considered as
reference points), but also to objects that somehow transmit
conceptual information (e.g. exit signs or indications). This
phase comprises two main operations:

o selection of active elements: the objects of the environ-
ment that are considered relevant for our simulation have
to be identified. An element is considered relevant if, by
a process of abstraction from reality, it can be considered
as representing a target, or if it is possible to assume that
it does exert an influence on the individuals that act in
the environment;

o assignment and design of field types: the type of the fields
emitted by the objects must be specified, in terms of
emission intensity, diffusion and composition function,
in relation to the desired extent of influence.

It must be noted that a field represents a signal and per
se it does not imply an effect on agents’ behaviours, in fact
the possible reaction to the perception of a signal is provided
by the agent type specification; moreover the actual behaviour
of an agent is influenced by its current state. In this way, it
is possible to model an environment as a source of different
indications that are exploited in different ways by different
agents to determine their paths. For instance, the window of
a shop could be modelled as the source of a field diffusing
outside the shop; such a field could cause a movement towards
the shop for agents which consider interesting the represented
goods, but could also be completely ignored by other agents.
Moreover, different fields can be spread over the environment,
and thus agents may perceive them and combine their effects
according to a private criteria for action selection. In this
way agents are not provided with a sort of script specifying
their movement paths, a predefined map, or in general a
strict behavioural specification, but they are provided a simple
mean for evaluating the available actions against their current
attitude in a more autonomous way.

C. Mobile Agents

Once the spatial abstraction has been defined, and the active
elements of the environment and the related fields have been
specified, the third phase of the methodology is to define
the behaviour of the pedestrian. The model allows to define
heterogenous agents thanks to the notion of agent type, which
comprises the definition of related state, perceptive capabilities
and behavioural specification. However, the modelled behav-
iour can be quite complex, as an individual may be endowed
with several distinct attitudes towards movement and action
selection that are activated in different contexts.

The behaviour of an agent type can thus be segmented in
relevant states. The more complex is the behaviour that we
want to capture, the higher will be the number of states that
an agent can assume. This definition can be summarized in
the two phases below:

e definition of agent type’s states: in this phase of the
modelling it must be established the number of states
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that each agent can assume. Each state represents diverse
priorities, and a different attitude of the agent. For each
state must be determined the field emissions of the agent
type (i.e. the influence of agents of this type towards other
entities in the system), and the sensitivity to fields emitted
by other agents. In addition to these elements, that are
required for every SCA agent type, this methodology also
provides the definition of the utility value for every field
type, as a measure of the relevance of the perception of
this field on agent’s choices on its own movement;

o definition of conditions for states transition: the change
of the state of an agent is related to the perception of a
specific condition in its current context that determines a
transition from a movement attitude towards a different
one. These conditions must thus be carefully defined and
modelled by means of a react or a trigger operation.

As previously introduced, in this framework possible atti-
tudes of that type of agent are reified as states in order to
specify the actions that can be selected only for agents. In
these states its perceptive capabilities can be differentiated, but
also its preferences on possible available moves. This can be
modelled by means of a utility function which computes a sort
of “desirability” value for every site in which the agent might
move, in relation to its current state. Utility functions represent
a flexible mean of combining different aspects influencing the
selection of actions [12] and in this specific case these aspects
are represented by different fields. In fact, fields are related to
entities, either mobile (i.e. other pedestrian) or immobile (e.g.
doors), that influence mobile agents’ motion in a different way
according to their context. It is thus necessary to specify, for
each agent state, what is the impact of the perception of each
field type on the desirability of the related place. The overall
utility of a place is the aggregation of all these influences, that
can have a positive, negative or null impact on the total value.
The basic agent strategy for the choice on single movement
action is thus to select the adjacent free place with highest
utility value. According to the specific scenario, the possibility
to remain still could be considered acceptable, penalized or
even not allowed.

Before the conclusion of this paragraph we must specify
that the utility values and the action modelling are not properly
phases, but are activities that permeate the whole process of
the construction of a simulation, and are subject to constant
revision (a process that in some cases is referred to as
simulation calibration).

D. Specific Simulation Configuration

The configuration for an experiment in a specific simulation
scenario, not only in the case of crowd simulation, is a crucial
phase that has to be performed carefully. In particular the
effort of conceptualization carried out in the previous passages
is wasted unless a realistic configuration for the experiment
is defined. In fact, the data that are obtained through the
execution of simulations are obviously strongly dependant on
the starting conditions, as well as on the modelling of the
simulated reality.

To configure a crowd simulation means to set the following
parameters:
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o agents number and starting positions: the number of the
mobile agents that will populate the simulation must be
decided in relation to the crowd scenery that is being
represented; their positions must also be specified;

o agents’ initial states: the initial state of every agent has to
be specified. The decision to assign to an agent an initial
state or another is taken in relation to the goals of the
specific simulation: in fact, this parameter determines the
initial movement attitude of the agent in the environment;

o field emission intensity: field emission intensity is a
parameter that allows to modulate stronger or weaker
influence effects; the choice on this parameter (together
with the diffusion functions to be adopted for various
field types) also determines the extent of the effects. The
possibility to tune these parameters is a key factor in
the definition of specific effects, both at individual level
(e.g. amplifying or attenuating the field emission intensity
of a specific agent) as well as on the collective scale
(for instance modifying the intensity of fields related to
elements of the environment).

E. Monitored Parameters and Mechanisms

This phase represents a formal statement of what is the
goal of the simulation, a precise specification of what has to
be observed and how. When simulating crowd dynamics in
an evacuation scenario, the average number of turns required
for agents to exit from a room is a crucial parameter to
be monitored, while it can be of no interest when the goal
of simulation is to observe the behaviour of pedestrian in a
shopping centre. Other possible observable parameters could
be average crowd density, average (or maximum) number of
people waiting in a queue, occurrence of specific events, and
many others dependant on the specific simulation context.

The variety of possibly monitored parameters, and thus
also the number and heterogeneity of distinct monitoring
mechanisms, does not allow to define specific guidelines for
this phase.

IV. A CASE STUDY: THE UNDERGROUND STATION

An underground station is an environment where various
crowd behaviours take place. In such an environment passen-
gers’ behaviours are difficult to predict, because the crowd dy-
namics emerges from single interactions between passengers,
and between single passengers and parts of the environment,
such as signals (e.g. current stop indicator), doors, seats and
handles. The behaviour of passengers changes noticeably in
relation to the different priorities that characterize each phase
of their trips. That means for instance that passengers close
to each other may display very different behaviours because
of their distinct aims in that moment. In a crowd dynamic
behaviours of the singles can also constitute a hindrance for the
purpose of someone else. Passengers on board may have to get
off and thus try to reach for the door, while other are instead
looking for a seat or standing beside a handle. Moreover when
trains stop and doors open very complex crowd dynamics
happen, as people that have to get on the train have to
allow the exit of passengers that are getting off. Passengers
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Fig. 2. Discretization of a portion of the environment

have to match their own priority with the obstacles of the
environment, with the intentions of other passengers, and with
implicit behavioural rules that govern the social interaction
in those kind of transit stations, in a complex mixture of
competition over a shared resource and collaboration to avoid
stall situations. Given the complexity of the overall scenario,
we decided to focus on a specific portion of this environment
in which some of the most complex patterns of interaction take
place: the part of platform in presence of a standing wagon
from which some passengers are attempting to get off while
other waiting travellers are trying to get on.

However the value of the realized simulation is not the
main goal of this work, as our main aim is to show how the
proposed methodology was applied in this case study. The goal
of a complete simulation system in this context would be the
possibility to support expert users in the detection of critical
problems of the structure of the station, as bottlenecks, wrong
disposition of the exits and so on, by offering the modelling
instruments able to capture interaction between passengers
and the environment, simultaneously on board and on the
waiting platform. Such a tool would be of great aid for the
prediction of security measure in situations of overcrowding
or in presence of an unexpected hazard.

To build up our simulation we made some behavioural
assumptions, now we will make some brief examples of
the kind of behaviours we wanted to capture. Passengers
that do not have to get off at a train stop tend to remain
still, if they do not constitute obstacle to the passengers that
are descending. Passengers will move only to give way to
descending passenger, to reach some seat that has became
available, or to reach a better position like places at the side of
the doors or close to the handles. On the other hand in very
crowded situations it often happens that people that do not
have to get off can constitute an obstacle to the descent of other
passengers, and they “are forced to” get off and wait for the
moment to get on the wagon again. Passenger that have to get
off have a tendency to go around still agents to find their route
towards the exit, if it is possible. Passengers on the platform
enter the station from the ingress points (station entrances)
and tend to distribute along the threshold line while waiting
for a train. Once the train is almost stopped they identify the
entrance that is closer to them and move towards it. If they
perceive some passenger bound to get off, they first let them
get off and then get on the wagon.

Platform

O Handle P> Station Exit Il Occupied Seat

P>« wagon Exit I Available Seat

Fig. 3. Immobile active elements of the environment.

A. Environment Abstraction: a Metro Station

To build an environment suitable for SCA platform, first of
all we need to define a discrete structure representing the actual
space in which the simulation is set. In our case study we
started from an available diagram of an underground wagon. A
discrete abstraction of this map was defined, devoting to each
node the space generally occupied by one standing person, as
shown in figure 2. Arcs connecting nodes are not necessarily
uniform across the space: in fact we decided to allow some
specific movement opportunities to agents in critical positions
of the environment. However a thorough analysis of the effects
of this kind of heterogeneity in the spatial structure on field
diffusion is needed, and will be the object of future works.

B. Active Elements of the Environment: Train and Station

In our simulation fields are generated by elements of the
environment but also by agents that represent passengers.
We identified the following objects as active elements of the
environment: Exits, Doors, Seats and Handles (see figure 3
for their disposition). Now we give a brief description of the
kind of fields that those static agents emit. Station exits emit
fixed fields, constant in intensity and in emission, that will
be exploited by agents headed towards the exit of the station.
Exits could also constitute ingress points for agents that arrive
on the platform. Agent-doors emit another field which can
guide passengers that have to get off towards the platform,
and passengers that are on the platform and are bound to get
in the wagon. Seats may have two states: occupied and free. In
the second state they emit a field that indicates their presence.
An analogous field is emitted by handles, which however are
sources of fields characterized by a minor intensity.

C. Mobile Entities: Passengers

We have identified the following states for agent of type
passengers: waiting (W), passenger (p), get-off (g), seated (s),
exiting (e). In relation to its state, an agent will be sensitive to
some fields, and not to others, and attribute different relevance
to the perceived signals. In this way, the changing of state
will determine a change of priorities. A state diagram for
passenger agents is shown in figure 4. State w is associated
to an agent that is waiting to enter in the wagon. In this state
agents perceive the fields generated by the doors as attractive,
but they also perceive as repulsive the fields generated by
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Fig. 4. A diagram showing various states of agent type passenger.

passengers that are getting off, in other words those in state
g. In state w the agent “ignores” (is not sensitive to) the
fields generated by other active elements of the environment,
such as exits’ attractive fields, chairs attractive field and so
on. Once inside the wagon, the agent in state w changes its
state in p (passenger), through a trigger function activated by
the perception of the maximum intensity of field generated
by agent-door type. Agent in state passenger is attracted by
fields generated by seats and handles, and repulsed by fields
related to passengers that are getting off. It does not have
any sensitivity for the attraction field of the doors. In state
g the agent will instead emit a field warning other agents of
its presence, while it is attracted by fields generated by the
doors. Once passed through the wagon door, or in immediate
proximity (detected by means of specific thresholds on related
field intensity), the agent in state g changes its state to e
(exiting) and its priority will become to find the exits of the
station. The agent in state e is thus attracted by fields related
to exits.

Table I summarizes the sensitivity of the passenger to
various fields and it also sketches a first attribution of the
utility of the presence of these field types on empty nodes
considered as destination of a transport action. In particular,
cells provide the indication of the fact that the related field is
perceived as attractive or repulsive and the priority level (i.e.
relevance) associated to that field type.

All passengers except those in state g emit a presence field
that generally has a repulsive effect, but a lesser one with
respect to the “exit pressure” generated by agents in get-off
state.

V. PRELIMINARY RESULTS

A simulator implementing the previously introduced model
was realized exploiting the MMASS framework [13] (please
note that SCA is a particular class of MMASS model): only a
subset of the overall introduced model was implemented, and
more precisely active objects of the environment and passenger
agents in state w, g, e, p. Figure 5 shows a screen-shot of this
simulation system, in which waiting agents move to generate
room for passenger agents which are going to get off the
train. The system is synchronous, meaning that every agent
performs one single action per turn; the turn duration is about
one second of simulated time.

The goal of this small experimentation was to qualitatively
evaluate the modelling of the scenario and the developed
simulator. The execution and analysis of several simulations
showed that the overall system dynamics and the behaviour
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Fig. 5. Two screenshots of the metro simulation. On the first one light gray
agents are inside the train and going to get off, while dark agents are standing
outside and are going to get on. On the second, the latter have made some
rooms for the former to get off.

of the agents in the environment is consistent with a realistic
scenario, and fits with our expectations. In particular, we exe-
cuted over 100 simulations in the same starting configuration,
which provides 6 passengers located on a metro train in state
g (i.e. willing to get off), and 8§ agents that are outside the train
in state w (i.e. waiting to get on). This simulation campaign
is motivated by the fact that an agent having two or more
possible destination sites characterized by the same utility
value makes a non deterministic choice. In all simulations the
agents achieved their goals (i.e. get on the train or get out of
the station) in a number of turns between 40 and 80, with an
average of about 55 turns.

Nonetheless we noticed some undesired transient effects and
more precisely:

o oscillations and “forth and back” movements;

o static forms providing “groups” facing themselves for
a few turns, until the groups dispersed because of the
movement of a peripheral element.

These phenomena, which represent minor glitches under the
described initial conditions, could lead to problems in case of
high pedestrian density in the simulated environment. This
points out the need of additional mechanisms correcting the
movement utility. In particular, some possible improvements
to the basic movement utility mechanisms are:

e introduce a notion of agent facing: the SCA model
does not provide an explicit facing for agents because
is not always relevant or even applicable (consider for
instance the modelling of immune system cells [14]);
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State Exits Doors Seats Handles | Presence | Exit press.
W (getting on) | not perc. attr. (2) not perc. | not perc. rep. (3) rep. (1)
P (on board) not perc. | not perc. attr. (1) attr. (2) rep. (3) rep. (2)
G (getting off) | not perc. attr. (1) not perc. | not perc. rep. (2) not perc.
S (seated) not perc. | attr. (1)* | not perc. | not perc. | not perc. not perc.
E (exiting) attr. (1) not perc. | not perc. | not perc. rep. (2) not perc.

* = The door signal also conveys the current stop indication.

TABLE I
THE TABLE SHOWS, FOR EVERY AGENT STATE, THE RELEVANCE OF PERCEIVED SIGNALS.

however in this specific simulation scenario this is a
relevant factor for agents’ choices on their movement.
Instead of modifying the general model, a possible way
of introducing this notion is to allow agents to keep track
of their previous positions, in order to understand if a
certain movement is a step back. The utility of this kind
of movement should be penalized, in order to discourage
this choice;

o penalize immobility: in order to avoid stall situations, or
simplify the solution of this kind of situation, an agent
should generally move, unless it has attained the goal
for a movement attitude (i.e. agent state), such as to be
adjacent to a handle for an agent in state p. To achieve
this effect, the memory of the past position, introduced
in the previous point, could also be exploited to penalize
the utility of the site currently occupied by the agent
whenever it was also its previous position.

These correctives were introduced in the behavioural spec-
ification of mobile agents, and a new campaign of tests was
performed to evaluate the effect of these modifications in the
overall system dynamics. Once again, in all simulations the
agents were able to achieve their goals, but the number of
turns required to between 28 and 60, with an average of about
35 turns.

However, this reduction of time required for the completion
of agents’ movements, is not the only improvement obtained
by introducing these correctives in agent behaviours. In fact
another relevant part of the project in which this work has
been developed provides the generation of effective forms of
visualization of simulation dynamics to simplify its analysis
by non experts in the simulated phenomenon. In particular, the
developed simulator can be integrated with a 3D modelling
and rendering engine (more details on this integration can be
found in [15]), and a sample screenshot of the animation of
the simulation dynamics is shown in Figure |6. In this kind
of visualization the issues that were caused by the uncor-
rected movement utility specification brought to confusing,
unrealistic and thus ineffective rendering of system dynamics.
By introducing these correctives, the occurrence of oscillating
agent movement was drastically reduced, and the penalization
of immobility simplified the solution of stall situations among
facing groups.

While these correctives can be easily modelled and imple-
mented, to apply this approach to problems in larger scale sce-
narios, such as those related to malls or multi-floor buildings,
it could be necessary to introduce some additional elements
for the specification of agents’ behaviours. In particular, in

order to endow agents with the possibility to select in a more
autonomous way those signals that are relevant to direct their
movement, it could be necessary to introduce some form of
abstract map of the environment. However the introduced
methodology is focused on supporting the modelling of sit-
uations in which there is a strong focus on specific spots of a
spatial structure, such as a hall or a part of a building floor,
in specific situations (e.g. evacuation).

VI. CONCLUSIONS AND FUTURE DEVELOPMENTS

This work has presented the first proposal of a methodology
for the modelling of crowds through the SCA model. The main
phases of this methodology were introduced, and in particular
the first two provide the definition of an “active environment”,
able to support simple reactive agents in the navigation of its
spatial structure according to their behavioural specification.
A case study related to a complex modelling scenario was
introduced in order to show how the proposed methodology
can be applied in a concrete case study.

Future developments are aimed at refining both the method-
ology and the MMASS platform, in order to better support
the modeller/user, in the construction of complex simulation
scenarios. In particular the platform still does not provide
specific user interfaces and modules aimed at supporting the
definition of an active environment, and parameters for specific
simulations. Moreover specific libraries for active objects and
paradigmatic pedestrian behaviours could be defined after a
thorough analysis of psycho/sociological studies of crowd
behaviors.

Fig. 6. A screenshot of the 3D modelling of the simulation dynamics.
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Abstract—In this paper we present the preliminary results
of an ongoing research that aims at supporting ecosystem
management in the study of forest systems according to a distrib-
uted modeling and simulation approach. The Cellular Automata
For Forest Ecosystems (CAFFE) project is an interdisciplinary
research involving computer scientists of the Department of
Computer Science, Systems and Communication of the University
of Milano-Bicocca and urban planners, biologists and ecosystem
managers of the System Research Department of Austrian
Research Center (ARC). In particular, we focus here on the
part of CAFFE project that concerns the design of a method to
support the analysis step of simulations of forests according to a
distributed approach (such as those based on Cellular Automata
or Situated Multi-Agent Systems). To this aim an innovative
analysis method inspired by the Chinese Go game is under design.
The originality of the approach concerns the detection within
system configurations of known patterns whose interpretations
are well-known by expert Go players. In this paper, after a brief
presentation of the CA-based model of forests, we focus first on
the set of Go patterns that we currently studied, then we present
some preliminary results on experiments we conducted to validate
the proposed approach to spatial patterns interpretation.

I. INTRODUCTION

The CAFFE (Cellular Automata For Forest Ecosystems)
project is an interdisciplinary research that involves computer
science, biology, and ecosystem management. It started about
one year ago and involves the Artificial Intelligence Lab
(L.INT.AR.) of the Department od Computer Science, Systems
and Communication of the University of Milano—Bicocca
and the System Research Department of Austrian Research
Center (ARC). The main aim of this ongoing research is
the development of methods for sustainable afforestation and
management of forests.

A central role is played in this project by computer sup-
ported simulations of the dynamics of the forest system. The
modeling approach adopted by CAFFE for the forest system
is based on Cellular Automata and describes the forest as
the result of competition between heterogeneous vegetable
populations. After a preliminary implementation of the CA—
based model (see [1]), we are currently developing a software
simulation platform for sustainable afforestation and manage-
ment of forests in which both model improvements (i.e. a new
model of the forest based on Multilayered Situated MAS [2],
[3] is under design) and new software functionalities. One of

these functionalities will concern an innovative interpretation
approach for patterns that can be detected as emerging from
the dynamics of forest systems.

In this paper, we focus on the part of the CAFFE project
that aims at designing a method to support the analysis step
of software simulations of vegetable populations in the forest
model. This goal is particularly relevant (and ambitious) due
to the distributed modelling approach that is at the basis of
the forest system simulation and modelling. According to [4],
we refer here to distributed modelling approaches in order
to indicate all those approaches that allow the representation
of complex systems (and problems) whose evolution (and
solution) results from the interactions between autonomous
and interacting entities (more often indicated as based on
Multi—Agent Systems - MAS). For this reasons, analyzing
the dynamics of complex systems modelled and simulated
according a distributed approach is still a challenging issue. In
fact in a simulation of a forest composed by a lot of different
species, we have a very complex behavioral dynamics, and it is
very difficult to recognize all the collective emergent behaviors
occurring during the simulation.

The work here presented concerns the model of a forest
system according to a Cellular Automata (CA) approach. CA
can be considered a simple case of MAS in which each cell
of the automaton represents an agent and the CA dynamics is
based on the behavior (change of state of cell) and on local
interaction among cells (transition function of CA cells usually
includes the state of adjacent cells). Obviously CA can only be
considered as a very simple class of reactive MAS. However,
they can be a suitable and very promising approach for the
aims of CAFFE project (both for modelling and simulation, but
also for the design of a novel analysis method). The CA-based
model of forests that has been adopted by CAFFE project is
derived by the one presented in [5], in which different plant
species can inhabit the forest area and compete for the same
resources (i.e. water, light, nitrogen, and potassium). The area
is divided into cells and it is reproduced by the CA. The state
of each cell of the CA is defined by a flag denoting whether
or not it contains a tree, the amount of each resource present
in the cell, and a set of variables defining the features of the
tree (possibly) growing in it. The update rule of the automaton
mainly depends on the presence of a tree in a cell. In case a
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The Ko rule in the Go game.

Fig. 1.

tree is present, part of the resources present in it (and in the
neighboring ones, if the tree is large enough) are absorbed by
the tree. Every cell also produces at each update step a given
amount of each resource (that in any case cannot exceed a
maximum threshold value). The production of resources in
the cells is determined by a set of global parameters, and
reproduces environmental factors such as rain, presence of
animals in the area, and so on. The effect of the presence
of a tree in a cell on the neighboring ones has been modelled
by making resources flow from richer cells to poorer ones (that
possess less resources since a part of them is consumed by the
tree).

In the following Section, we introduce the proposal for
a method for pattern detection in the dynamics of forest
populations based on the detection of spatial patterns whose
interpretation is suggested by the ones of similar spatial
patterns occurring on a Go board during a game. In Section
IIT we then show first experiments conducted to validate the
proposal. Some remarks and future works conclude the paper.

II. GO—BASED INTERPRETATION OF SPATIAL PATTERNS

Most of the available approaches to analyze the behavior
of complex systems are based on statistics and probability
theory and they aim at deriving macro level interpretations
by aggregating and correlating variables of the micro level(s).
Within the context of forest ecosystems for instance, the
dynamics of the forest (e.g. biomass) is computed aggregating
the features of living trees taking into account different age and
dimensions of trees [6]. Another common approach to complex
system analysis concerns the detection and interpretation of
recurring patterns [7]. These approaches are of course domain
independent for what concerns pattern detection (usually the
focus is in the searching of structural similarities within system
configurations). On the other hand, when the model concerns
a real world system and the analysis of its dynamics is
oriented to verify or anticipate peculiar phenomena (e.g., in
the forest ecosystem domain, deforestation of a given area), it
is inevitable the necessity of domain dependent interpretation
of the detected patterns. In order to reconcile the need of
defining domain independent method with the detection and
interpretation of a specific natural phenomenon, we started
from the latter. In particular we noticed that several simulation
scenarios provided recurrent dynamic configurations that were
very similar to specific situations occurring in the Go game.
Go game, due to the simplicity of its playing rules but
also to the complexity of possible configurations and the
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Fig. 2. Geta (on the left side) and Schicho (on the right side) in Go game.

consequent complexity of playing tactics and strategies, has
already inspired several models (e.g. in economy, military, art,
semiology, culture, and many others [8]). In the Go game there
are two populations (i.e. black and white stones) that compete
for survival in a territory with limited space and resources.
During the game, black and white stones situated on the Go
board cannot move, but they can be put onto a board site,
survive or die as result of a metaphorical competition on the
local territory with neighboring stones. The effect of the death
of the stone is its removal from its site. A key concept for the
survival of Go pieces is the notion of liberty: if a group of
pieces have no liberties (i.e. none of its elements is adjacent
to a free site), it is removed from the game.

The analogies between Go game and the CA-based model
of forests above sketched are going to be formalized. Very
broadly in the CA—based model of forests, trees of different
species live in a territory, compete for limited territory re-
sources, can born, die, and they cannot change their position.
Moreover, the concept of liberty for plants can refer to fa-
vorable conditions for growth and reproduction. Starting from
this analogies, our proposal suggests to exploit this game to
study emergent patterns in the dynamics of complex systems,
by studying some spatial patterns well-known by advanced
Go players [9], and to verify whether their interpretation can
be suitably and fruitfully applied to interpret similar spatial
patterns occurring in dynamics configurations of the CA—based
forest model.

We introduce now some common spatial patterns that can
emerge during Go games and that are well-known by Go
players. Each spatial pattern is interpreted by Go players
in terms of game competition, and we briefly describe how
the interpretation of Go patterns can be applied to interprete
spatial patterns that emerge from the evolution of the CA-—
based model of forests.

A. Spatial Patterns Emerging in Go Game ...

1) Ko pattern. Ko is the configuration of Go stones such
that a little free territory (i.e. a set of board positions
not occupied by stones) belongs to the influence zone
of two or more pieces of the same team (see Figure 1).

2) Geta pattern. Geta pattern corresponds to the local
capture of a group of adversary pieces by a set of stones
that surrounds it (see the left side of Figure 2).

3) Shicho pattern. Shicho is pattern in which a group
of stones expands itself towards another side of the
Go board. Shico does not imply the movement of
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Fig. 3. Example of Go game. We can notice a lot of connected groups.
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Fig. 4. Ko interpretation for forest ecosystems. Different species are

competing for the domain in a little area

single stones that are part of the moving group. Group
movement occurs in time—space that is, group movement
is the result of stones removal from some positions and
the positioning of others in adjacent ones (see the right
side of Figure 2).

4) IKki pattern. A peculiar pattern that can emerge during a
Go competition is Iki, a pattern that can not be captured
by the adversary. Iki corresponds to a part of Go board
surrounded by stones of the same color, with some free
positions in its inner side to form two ‘eyes’, in Go
jargon. This formation has two internal liberties that can
not be occupied by adversary.

5) The Tsugi pattern. Tsugi is a Japanese word that
means ‘connection’. Connections are very important in
Go competition, because two stones connected to form
a group are stronger than they alone (see Figure 3). In
fact, it is more difficult for the adversary to build a group
able to surround connected stones (i.e. it may require a
lot of stones).

B. ... Their Application to Interpret Forest Population Dynam-
ics

1) Ko pattern. In a CA configuration similar to a Ko
pattern (see Figure 4), none of the the involved species
(in the example we considered only two plant species)
can control the territory in a stable way. In this type of
situations, it is usually observed a continuous replace-
ment of trees by others of another specie.

2) Geta pattern. Similarly to Go game, we can consider
that if a group of trees is surrounded by plants of another
specie and it is forced to be limited within a little and
close territory zone, sooner or later it will die. In fact,
trees and plants that are forced in a little zone have little
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Fig. 5. Geta (on the left side) and Schicho (on the right side) interpretation
for forest populations.

space to harvest the needed resources for survival and
reproduction (see the left side of Figure 5).

3) Shicho pattern. In forests Shicho occurs when an
homogeneous group of plants is situated in a zone
where resources are not suitable related to population
requirements, or in an area that is controlled by another
specie (see the right side of Figure 5). Since new born
trees are more likely to survive if they grow up on
suitable areas, we can observe as emergent phenomenon,
a group shifting in space—time.

4) Iki pattern. A spatial pattern in forest dynamics similar
to Iki is characterized by a strong group that can survive
for long time assuring part of the territory to its indi-
viduals (see Figure 6). This pattern is particularly strong
because plants on the group border have a lot of space
in the inner side and this guarantees the availability of
space and resources for their survival and reproduction.

5) Tsugi pattern. Tsugi phenomenon occurs in a natural
way also in forests. Each group of plants expands
itself by reproduction, and when two groups expand
toward one another, there is the possibility to create a
connection between them. As in Go game, two con-
nected groups of plants are stronger because they can
support each other. When a plant dies neighboring ones
can replace it, and when two groups are connected,
neighbors increase in number. Beside this aspect, an
isolated little group of trees can easily fall in the Geta
phenomenon but if it is connected to another group, it
is no more possible to surround it.

III. EXPERIMENTATIONS

In this section we present some experiments performed in
order to validate the proposed approach and in particular to
verify wether the hypotheses on the evolution of forest systems
based on Go spatial patterns are confirmed by experimental
simulations. To this aim, we exploited FORESTE [1], a
simulation software developed according to the CA-based
model of vegetable populations presented in [5].

In order to verify the occurrence of a spatial patterns in
the experiments we adopted a method mainly based on the
concepts of group and neighborhood. If we refer to neigh-
borhood of a cell ¢ as the set IV;, and we consider a trivial
group composed by only one element the set {i}. We define
a connection between to cells ¢ and s (i.e. ¢ is connected to
s, and vice versa) if ¢ € N,. We indicate connection between
t and s with ¢ — k. Moreover, given a cell £ and a group of



WOA 2005

Fig. 6. Iki in Go game and its interpretation for forest ecosystems.

cells A, we say that ¢ belongs to A (i.e. t € A),if dk € A
such that ¢t — k.

According to this model, the general aim of the experiments
we conducted was to verify the correct evolution of Go-
like patterns with reference to the forest simulation scenario.
We define the starting conditions that represent a suitable
situation for the occurrence of the pattern. Then we let start
the simulation observing if the patterns evolve toward the final
expected configuration. In this simulation experiment process
we divide the patterns in two groups: static patterns (Geta and
Iki), where it is easier to establish a good starting point for the
phenomenon occurrence; and dynamic patterns (Ko, Shicho,
Tsugi), where it is more difficult to find the initial situation
that guarantees the occurrence of these phenomena.

A. Experiments on the Occurrence of Geta and Iki patterns

The aim of the first experiment we conducted was to verify
the formation of Geta and Iki patterns. We consider the
formation of Geta when it occurs the complete disappearance
of surrounded specie. Geta pattern is perhaps the easiest
pattern to study: starting from a given configuration, we can
let evolve the CA and detect resulting configurations.

Three important elements can influence the Geta formation
(i.e. involved populations, spatial dimensions of the pattern
and resource distribution), and for each combination of them
we conduct a set of simulations.

o Involved populations: we simulated Geta formation be-
tween both two groups of the same vegetal population
and two heterogeneous species.

o Spatial dimension of Geta pattern: we considered a small
(2x2), a medium (3 x2) and a large (4 x 3) neighboring
area. In general a small area is easier to attack, while a
large one is more likely to survive.

o Resources distribution on the territory: we considered a
uniformly favorable terrain and a less favorable one. The
terrain resources state strongly influence the evolution of
the specie competition.

According to the performed experiments we can conclude
that Geta is a spatial pattern that occurs in all the studied cases.
In Figure 7 we can see an example of simulations.

To verify the formation of Iki pattern, we started from
an initial Iki pattern and we observe its evolution in time.
We considered an Iki success if after 250 time steps we can
establish that the specie involved has still a certain influence
over the given territory area. We chose to consider 250 time
steps because Geta complete its evolution in a maximum of
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160 time steps. Therefore we think that this time period can
be sufficient for a specie to take control over a territory.
We consider four important elements that influence the Iki
formation and we conducted experiments in all the conditions
resulting from the combinations

As in the case of Geta, we considered important elements

that can influence the Iki formation and we conducted a set
of simulations for each combination of them.

o Involved populations: we simulated Iki between two
homogeneous groups and between two heterogeneous
species.

o Not-Iki specie state: we considered a first situation (re-
ferred as normal) where an Iki pattern is surrounded by
a random distribution of trees of another specie, and a
second one where Iki is not surrounded by another specie.
In the first case we put in the simulation area a quantity
of trees of the not—Iki specie that is approximately double
respect to the number of trees involved in the Iki pattern.

o Iki pattern spatial dimension: we considered a small (5 x
5), a medium (5 x 6) and a large (6 x 7) neighboring area
dimension.

o Resources distribution on territory: we considered two
territory types, a uniformly favorable terrain and a terrain
uniformly worse in the average.

In this experiments, we observed that the type of terrain has

a great influence (better results occur when a specie is situated
on a favorable terrain). Also in the cases where Iki pattern is
destroyed in a given time period, the trees involved in the Iki
pattern survive in their position for long (of course, due to the
abundance of resources).

B. Experiments on the Occurrence of Ko, Shicho and Tsugi
patterns

Simulation in the Ko case (turn over in a shared area) is
more difficult because it is not guaranteed the formation of this
pattern starting from a given initial situation. We considered
the formation of a Ko pattern, when it can be observed a quick
change of plant distribution in a local area occurs, while in the
rest of the territory the same vegetal patterns do not change
for long time.

In the case of Shicho pattern (a group shifts toward more
suitable area), we defined a starting suitable situation and than
we observed its evolution. We considered the formation of a
Shicho pattern when the shift of the influence area of a given
group can be observed.

To verify the occurrence of Tsugi pattern (formation of
connections) starting from a suitable situation, we considered
two groups of different species with their influence on opposite
sides of the territory. We put a little group of the second specie
in the territory of the first one and we observe whether the two
groups of the same specie connect to each other and if this
connection allows to save the influence over a given space
portion. From the performed experiments, we observed that
as one specie tries to connect two groups (reaching the Tsugi
pattern) the other one tries to divide adversary groups with an
infiltration in the middle. According to our Go game metaphor,
a player tries always to divide enemy groups to surround them
separately.
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C. Simulation results

In accordance with experiments done we can conclude the
Go-like patterns validity at least in the described domain.
All the patterns described occur in a simulation scenario and
they have the expected evolution. This first results encouraged
us in continuing this research also looking for new other
applications of this method. The scheme in Figure 8 shows
the ratio of pattern occurrence, that in general very high. The
results shown in the ratio are referred approximately to a 20
experiments for each pattern.

IV. CONCLUSIONS AND FUTURE WORKS

Detecting all patterns of emergent phenomena is very dif-
ficult for a human operator that analyzes the simulation, in
particular for very large scenarios involving a lot of different
species. Therefore the main future work that starts from these
results is the realization of a detection algorithm capable of
recognizing and interpreting the patterns during a simulation.
A first prototype of this automatic detection method is already
realized and it is based on the groups recognition method as we
explained in section III. Our main efforts in the future is going
toward the improvement of functionalities for the automatic
detection method, and the implementation of a simulator with
these automatic tools for pattern detection and analysis.

All these methods and tools will allow us to use the
defined patterns for a meaningful interpretation of important
phenomena in some simulation scenarios. In particular they
can be useful, for example, in the case of artificial repopulation
of forest in a given area with the introduction of new species.

An example of experimental simulation of Geta pattern: after some simulation time steps the surrounded specie is completely disappeared.

In this case it is important to understand if the new specie can
survive and what are the reactions of the other living species.
But while the occurrence of Ko phenomenon means a good
equilibrium between species, the frequency of Iki and Tsugi
indicates the formation of a strong dominance presence in the
area, and Geta and Shicho mean the disadvantage of a specie
in comparison with the others. All these considerations can
support the decision maker in the illustrated domain problem.

Surely another important future development of the this
research can be the study of new patterns for the interpre-
tation of other phenomena in different scenarios obtained, for
example, with the introduction of other important elements in
the system: the human presence (urbanization or pollution) or
other natural interaction phenomena (desertification).
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Pervasive Pheromone-based Interaction with
RFID Tags

Marco Mamei, Franco Zambonelli

Abstract—Despite the growing interest in pheromone-based
interaction to enforce adaptive and context-aware coordination,
the number of deployed systems exploiting digital pheromones to
coordinate the activities of application agents is very limited. In
this paper, we present a real-world, low-cost and general-
purpose, implementation of pheromone-based interaction. This is
realized by making use of RFID tags to store digital pheromones,
and by having humans and robots to spread/sense pheromones
by properly writing/reading RFID tags populating the
surrounding environments. We exemplify and evaluate the
effectiveness of our approach via an application for object-
tracking. This application allows robots and humans to find
"'forgot-somewhere" objects by following pheromones trails
associated with them. In addition, we sketch further potential
applications of our approach in pervasive computing scenarios.

Index  Terms—Pervasive Pheromone-based
coordination, RFID tags

computing,

I. INTRODUCTION

heromone-based interaction, exploited by social insects to

coordinate their activities [BonDT99], has recently
inspired a vast number of researches in pervasive and
distributed computing systems [BabM02, MenT03, ParBS04,
SveK04]. In these works, application agents (e.g., software
agents, humans carrying on a PDA, or autonomous robots)
interact in an indirect way by leaving and sensing artificial
pheromones, digital analogues of chemical markers, in the
environment. Pheromones, by encoding application-specific
information in a distributed way and by uncoupling the
activities of application agents, enable to enforce adaptive and
context-aware coordination activities [Par97].

Despite the growing interest in pheromone-based
interaction, the number of implemented systems exploiting
pheromones for coordinating the activities of distributed
applications situated in pervasive computing scenarios is very
limited. The great majority of the proposals have only been
simulated [BabM02, BonDT99, MenTO03], only few of them
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have been concretely implemented by deploying pheromones
in shared virtual data spaces [ParBS04], other few realize
pheromones by means of ad-hoc physical markers such as
special ink or metal dust [SveK04]. In any case, none of them
proposes valid solutions to actually spread pheromones in
real-world everyday environments. Discarding centralized —
not scalable — solutions, as well as power-hungry and costly
sensor networks [EstC02, LiR03], it is not easy to find a
suitable — cheap, not intrusive, and at the same time flexible —
distributed infrastructure on which to store digital pheromones
in pervasive environments.

Inspired by this challenge, we propose a novel approach
exploiting RFID technology [Wan04] to enforce pheromone-
based interaction in pervasive computing scenarios. The key
idea of our approach is to exploit RFID tags dispersed in an
environment as a sort of distributed memory in which to store
digital pheromones. RFID readers, carried by humans or by
robots, could deploy pheromone trails in the environment
simply by writing pheromone values in the RFID tags around.
Also, they could sense such pheromone-trails by simply
reading pheromone values in in-range RFID tags. Clearly,
such an approach is extremely low cost ad not intrusive, as
RFID tags will soon be present in any case, in any
environment.

Relying on our simple yet flexible approach, a wide range
of application scenarios based on pheromone interaction can
be realized, ranging from multi-robot coordination [SveK04]
to monitoring of human activities [Phi0O4]. Here, after having
illustrated our approach, we detail and evaluate an application
to easily find — by following proper pheromone trails —
everyday objects forgot somewhere in our homes.

Il. PHEROMONE-BASED INTERACTION

Ants and other social insects interact by spreading chemical
markers (i.e., pheromones) as they move in the environment,
and by being directed in their actions by the perceived
concentration of pheromones. This simple mechanism enables
ants to globally self-organize their collective activities in a
seemingly intelligent way despite the very limited abilities of
individuals of acquiring and processing contextual
information in a cognitive way. For this reason, systems of
social insects are said to be characterized by “swarm
intelligence”, to emphasize the difference with “individual”
intelligence [BonDT99, Par97].
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The classical example to show the power of pheromone-
based interaction is ant foraging. Ants in a colony, when in
search for food, leave the nest and start wandering around.
When some food is found, they start spreading a pheromone
and try to get back to the nest, thus creating a trail leading to
the food source. When an ant is looking for some food, it can
indirectly exploit the past experience of other ants by
following an existing pheromone trail to reach previously
discovered food sources. This also contributes to re-enforce
the pheromone trail in that such ant spreads pheromones in its
turn. To some extent, the environment becomes a sort of
distributed repository of contextual information holding the
paths’ information to all the discovered food sources. The
natural tendency of the pheromones to evaporate if not
reinforced, allows the pheromone network to remain up-to-
date and to adapt to changing conditions: when some ants
discover a shorter path to food, longer paths tend to be
abandoned and disappears; analogously, when a food source is
extinguished, the corresponding pheromone trail disappears
because no longer reinforced [BonDT99].

Despite its simplicity, pheromone-based interaction
presents several features that makes it suitable in a lot of
distributed and pervasive applications:

it completely decouples agent (i.e., ant) interactions, which
occur indirectly via the mediation of pheromones. This is a
very desirable feature in open and dynamic scenarios where
agents do not know each other in advance and can come and
go at any time;

it naturally supports application-specific context awareness,
in that pheromones provide a representation of the
environment in terms of paths leading to food sources;

it naturally supports adaptation of activities, in that
pheromones represent a contextual information that, when no
longer updated, tends to vanish;

the algorithms underlying pheromone-based interaction are
simple and involve only local interactions (each ant locally
deposits and follows pheromones without any clue — and
associated burden/complexity — of being involved in a
distributed task).

Given these features it is not surprising that several research
proposals, in area as diverse as routing in networks
[BonDT99], P2P computing [BabM02, MenT03], robotics
[ParBS04, SveK04], self-assembly [SheS02], and (as in our
approach) pervasive computing, incorporate and exploit
pheromone-based interaction mechanisms.

I11. DEPLOYING PHEROMONES WITH RFID TECHNOLOGY

At the core of our approach for deploying digital
pheromones in an environment is the technology of Radio
Frequency Identification (RFID). RFID tags are small wireless
radio transceivers that can be attached unobtrusively to objects
as small as a watch or a toothbrush. Tags can be purchased off
the shelf, cost roughly €0.20 each and can withstand day-to-
day use for years, in fact, being battery-free, they do not have
power-exhaustion problems. Each tag is marked with a unique
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identifier and provided with a tiny memory (up to some Kb)
allowing to store data. Suitable devices, called RFID readers,
can be interfaced with portable computers and can be used to
access RFID tags by radio for read or write operations. The
tags respond or store data accordingly using power scavenged
from the signal coming from the RFID reader. RFID readers
divide into short- and long-range depending on the distance
within which they can access RFID tags, from a few
centimeters up to some meters.

A. Scenario Assumptions

Our approach requires a scenario in which the operational
environment is densely enriched with RFID tags. Tags can be
attached at any — even small — object (we refer to these
generically as object-tags). Also, tags are assumed to be
attached at fixed locations (e.g. doors, corridors, etc.) and at
unlikely-to-be-moved objects (e.g. beds, washing machines,
etc.). We refer to these tags as location-tags. Tagging a
location or a fixed object involves sticking a RFID tag on it,
and making a database entry mapping the tag ID to a name
and a spatial location. RFID readers accessing one of these
tags can lookup the tag ID into the database and infer to be
close to a specific object or location. Thus, beside
pheromones, RFID can be used to enforce a simple yet
effective localization mechanism for RFID readers (i.e., for
the users or robots carrying them) [Hah04, Sat05].

It is worth emphasizing that current trends indicate that (i)
within a few years, many household objects and furniture will
be RFID-tagged before purchase and (ii) handheld devices
provided with embedded RFID read and write capabilities will
have an increasing diffusion (for instance, the Nokia 5140
phone can be equipped with a RFID reader). These factors
will make our assumption become a de facto situation, and
will make our approach become directly deployable at nearly
Zero cost.

B. Pheromone Deployment

As anticipated in the introduction, pheromones are created
by means of data-structures stored in RFID tags. The basic
scenario consists of human users and robots carrying handheld
computing devices, provided with a RFID reader, and running
an agent-based application.

The agent, unobtrusively from the user/robot, continuously
detects in range location-tags to infer its current location as it
roams across the environment. Moreover, the agent controls
the RFID reader to write or read on need pheromone data
structures (consisting at least in a pheromone ID) in the tags
encountered. This process can create digital pheromone trails
distributed across the location-tags.

More formally, let us call L(z) the set of location-tags being
sensed at time ¢. It is easy to see that an agent can infer that
the user/robot is moving when L(#) # L(¢-1). Thus, if instructed
to spread pheromone O, the agent will write O in all the L(z)-
L(t-1) tags as it moves across the environment.

For the majority of applications a pheromone trail
consisting of only the pheromone ID is not very useful. Like
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in ant foraging, most applications involve agents to follow
each other pheromone trails to reach the location where the
agents that originally laid down the pheromone were directed
(or, on the contrary, to reach the location where they came
from). Unfortunately, an agent crossing an-only-ID-trail
would not be able to choose in which direction to go. To
overcome this problem, for each pheromone O, agents store in
the location-tags not only its ID but also an ever increasing
hop-counter C(O) associated with O. If an agent decides to
spread pheromone O at time ¢, the agent reads also the counter
C(O) in the L(¥). If C(O) is not present, the agent sets C(O) to
a fixed value zero. Upon a movement, the agent will store O
and C(O)+1 in the tags belonging to L(z+1) that do not have
O or have a lower C(O,).

In addition, to support pheromone evaporation (as
described later on), each pheromone has also an associated
value T(O) representing the time where the pheromone O has
been stored.

The above pheromone data structures are stored in the
limited memory of RFID tags. RFID tags, other than with an
unchangeable unique identifier, are typically provided with an
array of cells, each consisting of few bits. We organize such
memory by allocating 3 slots for each pheromone. The first
slot will hold the pheromone identifier. The second slot will
hold the associated counter. The third will hold the above
mentioned timestamp.

C. Pheromone Reading and Evaporation

To read pheromones, an agent trivially accesses neighbor
RFID location-tags reading their memories. Given the result,
the agent will decide how to act on the basis of the perceived
pheromone configuration.

To realize pheromone evaporation, since the passive nature
of RFID tags does not enable them to directly enforce
evaporation, we have adopted the following solution. After
reading a tag, an agent checks, for each pheromone O it reads,
whether the associated timestamp 7(0O) is, accordingly to the
agent local time, older than a certain threshold 7. If it is so, the
agent deletes that pheromone from the tag. This kind of
pheromone evaporation leads to two key advantages:

1. Since the data space in RFID tags is severely
limited, it would be most useful to store only those
pheromone trails that are important for the
application at a given time; old, unused
pheromones can be removed.

2. If an agent does not carry its personal digital
assistant or if it has been switched off, it is
possible that some actions will be undertaken
without leaving the corresponding pheromone
trails. This cause old-pheromone trails to be
possibly out-of-date, and eventually corrupted.

In this context, it is of course fundamental to design a
mechanism to reinforce relevant pheromones not to let them
evaporate. With this regard, an agent spreading pheromone O,
will overwrite O-pheromones having an older 7(0). From
these considerations, it should be clear that the threshold 7 has
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to be tuned for each application, to represent the time-frame
after which the pheromone is considered useless or possibly
corrupted.

IV. PHEROMONE-BASED OBJECT TRACKING

The application we present to exemplify our approach aims
at facilitating the finding of everyday objects (glasses, keys,
etc.) forgot somewhere in our homes. The application allows
everyday objects to leave virtual pheromone trails across our
homes to be easily tracked afterwards. Overall, the application
works as follows:

1. As from the assumptions, the objects to be tracked
are tagged with proper object-tags, distinguished
from the location-tags identifying locations in the
environment (object and location tags can be
distinguished by their 1D).

2. Users (or robots) are provided with a handheld
computing device, connected to a RFID reader,
and running the object tracking application.

3. The application can detect, via the RFID reader,
object-tags carried on by the user. Exploiting the
mechanism described in the previous section, it
can spread a pheromone identifying such objects
into the available memory of near location-tags.

4. This enables to spread pheromone trails associated
with the objects across the location-tags of the
environment.

5. When looking for an object, a user can instruct the
agent to read in-range location-tags searching the
object’s pheromone in their memory. If such
pheromone is found, the user can follow it to
reach the object current location.

6. Once the object has been reached, if it moves with
the user (i.e. the user grabbed it), the application
automatically  starts spreading again  the
pheromone associated with the object, to keep
consistency with the new object location.

7. This application naturally suits a multi-user
scenario where an user (or a robot), looking for an
object moved by another user, can suddenly cross
the pheromone trail left before by the object.

A. Spreading Object Pheromones

To spread pheromones, the application needs first to
understand which objects are currently being carried (i.e.
moved around) by the user. To perform this task
unobtrusively, it accesses the RFID reader to detect in-range
RFID tags once per second.

Let us call O¢?) the set of object-tags being sensed at time ¢,
L(t) the set of location-tags being sensed at time ¢. If the agent
senses an object-tag O such that O€ O(t), O € O(t-1), but L(1)
# L(t-1), then the agent can infer that the user picked-up the
object O and the object is moving around. In this situation, the
agent has to spread O pheromone in the new location. To this
end, the agent writes O in the available memory space of all
the L(t) location-tags that do not already contain O. This
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operation is performed, for every object O, upon every
subsequent movement. Similarly, if the agent senses that an
object-tag O € O(t-1), but O% O(1), then the agent infers that
the user left the object O. When this situation is detected the
agent stops spreading the O pheromone.

These operations create pheromone trails of the object
being moved around.

B. Tracking Objects

Once requested to track an object O the agent will start
reading, once per second, nearby location-tags looking for
an O-pheromone within the sensed location-tags L(t). If such
a pheromone is found, this implies that the user crossed a
suitable pheromone trail.

There are two alternatives: either L(z) contains only one
location-tag, or L(t) contains at least two location-tags having
O-pheromones with different C(O).

In the former case, the application notifies the user about
the fact he has crossed a pheromone trail, but nothing else. In
such situation, the user has to move in the neighborhood,
trying to find higher C(O) indicating the right direction to be
followed (this is like dowsing -i.e. finding underground water
with a forked stick — but it works!). We refer to this as local-
search.

In the latter case, the agent notifies the user about the fact
he has crossed a pheromone trail and it suggests to move
towards those location-tags having the higher C(O). In the
following, we will refer to this as grad-search, since it is like
following a gradient uphill. With this regard, it is important to
emphasize that grad-search is likely to be available only with
RFID readers with a range long enough to include in L) at
least two tags storing the pheromone trail. Moreover, since we
do not require the presence of localization devices, the agent
suggests the user to get closer to the location having higher
C(0), by naming the location — e.g., walk to the “front door” —
and the user has to know how to get there without further
help.

In either cases, following the agent advices, the user gets
closer and closer to the object by following its pheromone
trail, until reaching it.

V. EXPERIMENTS

To assess the validity of our approach and the effectiveness
of the object tracking application, we developed a number of
experiments, both adopting the real implementation and an ad-
hoc simulation (to test on the large scale).

A. Real Implementation Set-Up

The real implementation consisted in tagging places and
objects within our department (Figure 1a). Overall, we tagged
100 locations within the building (doors, hallways, corridors,
desks, etc.) and 50 objects (books, laptops, cd-cases, etc.).
Locations have been tagged with 1SO15693 RFID tags, each
with a storage capacity of 512 bits (each tag contains 60 slots,
1 byte each, thus it is able to store 20 pheromones). Objects
have been tagged with 1S014443B RFID tags, each with a
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storage capacity of 176 bits (each tag contains only the object
ID).

For users, we exploited HP IPAQ 36xx PDAs, each running
Familiar Linux 0.72 and J2ME (CVM - Personal Profile) and
provided with a WLAN card and an Inside M21xH RFID
reader (Figure 1b).

In addition, mobile robots have been realized by installing
one PDA connected to a RFID reader onboard of a Lego
Mindstorms robot (www.legomindstorms.com). The IPAQ
runs an agent controlling both the RFID reader and the robot
microprocessor (Figure 1c).

Finally, a wirelessly accessible server holds a database with
the associations between tag IDs and places’ and objects’
description (i.e. ID 001 = Prof. Smith’s office door). The
IPAQ can connect, via WLAN, to the database server to
resolve the tag ID into the associated description. Each IPAQ
runs the described application

C) { \
Figure 1. (a) Some tagged objects. (b) The test-bed PDA

hardware. (c) The Lego Mindstorms robots with a PDA
and an RFID reader mounted aboard.

B. Simulation Set-Up

To test more extensively and on the large scale, we realized
a JAVA-based simulation of the above scenario. The
simulation is based on a random graph of places (each
associated to a location-tag), and on a number of objects (each
associated to an object-tag) randomly deployed in the
locations-graph. Each tag has been simply simulated by an
array of integer values.
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A number of agents are simulated wandering randomly
across the locations-graph, collecting objects, releasing
objects, and spreading pheromones accordingly. At the same
time, other simulated agents are looking for objects in the
environment  eventually exploiting pheromone trails
previously laid down.

For the sake of comparison, we tested both the local-search
algorithm in which the agents perceive the pheromones in
their current node, but cannot see the direction in which the
pheromones increase, and the grad-search algorithm, in which
the agents perceive pheromones together with the directions in
which they increase. Also, these have been compared with a
blind-search algorithm, in which agents wander randomly
fully disregarding pheromones.

C. Results of the Experiments
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Figure 2. (a-b) Number of places visited before finding a
specific object plotted over time in environments
consisting of: (a) 100 tagged places, and (b) 2500 tagged
places. (¢) Number of visited places before finding a
specific object plotted over time, when tags tend to
saturate.

A first group of experiments aims at verifying the general
effectiveness of our approach and of the object-tracking
application. We report results from two different simulation
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scenarios: the first consisting in 100 tagged places with 100
objects (Figure 2a); the second consisting in 2500 tagged
places with 500 objects (Figure 2b). A number of 10 agents
have been simulated to populate these environments
wandering around moving objects and spreading pheromones
and, at the same time, looking for specific objects. In the
experiments, we report the number of places visited before
finding specific objects, for different search methods, plotted
over time. The reported results are average of about 300
simulations and qualitatively in line with the results obtained —
on a smaller scale and on a more limited number of
experiments — on the real implementation.

Starting from a scenario free of pheromones (time zero in
Figure 2a), the more time passes the more pheromone trails
get deployed. Blind-search does not take advantage of
pheromone trails: objects are found after visiting on the
average half of the places. Grad-search takes a great
advantage of pheromones: after an initial period, and when
several pheromone trails have been deployed less than 10% of
the places need to be visited before finding the object. Local-
search, at least in the small-scale scenario of Figure 2a,
appears not to take any relevant advantage of pheromones.
This is due to the cost of orienting in the environment to find
the proper direction.

The situation changes when getting to larger-scale scenarios
(as in Figure 2b, reporting experiments from a time past the
initial transitory). There, both local-search and grad-search
appears reasonably effective. The performance improvement
of local-search is due to the fact that the cost of “orienting” in
a local neighborhood becomes negligible when the
environment is large. Thus, although the grad-search
algorithm is always preferable, in large-scale scenarios our
approach is effective even when using short-range RFID
reader enabling to enforce the local-search algorithm only.

A second group of experiments aims at exploring the
effects of RFID tag storage saturation upon pheromone
spread. This of course represents a big problem, in fact, it can
happen that pheromone trails can be interrupted, because there
is not available space left on neighbor location-tags, while the
object to be tracked moves away. This creates a broken
pheromone trail leading to a place that is not the actual
location of the object.

In Figure 2c, we report an experiment conducted in the 100-
tagged-places-environment described before. This time the tag
capacity has been fixed to 50 pheromones (150 bytes), and we
plot the number of places visited before finding specific
objects, for different search methods, over time. Let us focus
on the grad-search behavior. It is easy to see that, when time
is close to zero, grad-search works equal to blind-search,
since no pheromone trails have been already laid down. After
some time, grad-search works considerably better than blind-
search, since pheromone trails drive agents. However, as time
passes, tags capacity tend to saturate, the objects are moved,
but no pheromone trails can be deployed. This situation
rapidly trashes performance leading back to blind-search
performance. In our real implementation (tags with a 512 bits
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capacity) the above problem leads to broken trails when more
than 30 objects are tracked.

In conclusion, it is rather easy to see that the limited storage
capacity of the RFID tags represents a problem for our
approach. Basically, if the number of objects to be tracked is
greater than the available slots on the RFID tag, in the long
run, the problem is unavoidable. Sooner or later, a new object
will cross to an already full tag, breaking the pheromone trail.
The pheromone evaporation mechanism that we implemented
did not help this situation. In another set of experiments, we
verified that performance remains more or less the same of
Figure 2c, independently on the parameters used to control
and tune the evaporation mechanisms.

We still do not have a solution for this problem. Our
research is leading in two main directions: (i) we are currently
researching more advanced pheromone evaporation
mechanisms. (i) We are considering the idea of spreading
pheromone trails not only in location-tags but also on object-
tags. The advantage would be that the more objects are in the
system, the more storage space is available for pheromones,
letting the system to scale naturally. The problem is how to
manage the fact that object-tags containing pheromones can
be moved around, breaking the pheromone trail structure. As a
partial relief from this problem, it is worth reporting that
recent RFID tags have a storage capacity in the order of
several of KB, making possible to track hundreds of objects
without changing our application.

V1. OTHER APPLICATION SCENARIOS

Pheromone interaction and stigmergy have attracted more
and more researches due to their power in supporting agent
coordination in a variety of scenarios. Thus, it is not
surprising that even our proposal for RFID pheromone
deployment could find a number of additional applications,
beside the presented object-tracking.

In general, RFID tags in an environment and associated to
objects can be used to improve Context-Awareness. The use of
RFID tags as a simple tool for localization (i.e., for location-
awareness) has already be outlined. More in general, RFID
tags can be used to help users (as well as robots) in getting
aware of what’s in the environment more than their natural
and artificial senses can do, by reading the additional
information provided by tags. One of the most interesting
work in this direction has been presented in [Phi04]: a
software application is able to infer the users’ daily activities
on the basis of the objects he touches (e.g. if the user touches
a teapot and a cup, the application can infer that he is
preparing tea). All these facets of context-awareness — which
mostly exploit information assumed to be already stored in
tags, can be enriched by the ideas presented in this paper,
suggesting to: (i) exploit RFID tags in the environment as a
sort of distributed shared memory for writing contextual
information; (i;) exploit pheromones to keep a traceable
distributed track of past environmental activities. For instance,
in the application for inferring daily activities, one could think
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that — once the application recognize that some tea has been
prepared, the teapot start spreading a pheromone trail leading
to the fridge and indicating that some tea has already been
prepared and is there to cool down.

In line with these ideas is the concept of Pervasive
Workflow Management. Standard workflow management
systems are rooted on a software engine keeping track of the
status of the workflow being carried on. Workers notify to this
engine the tasks being completed and the engine in turn
notifies the subsequent tasks that have to be carried on. RFID
tags and pheromone-based interaction could remove the need
for a centralized engine in pervasive computing environments
and lead to more situated and adaptive scenario. For instance,
the RFID tags associated to the items to be processed could
store a marker identifying the operations that the item
undertook. Workers with RFID readers could simply read the
state of the item and process it further. This approach could be
employed in traditional manufacturing scenarios as well as in
more mundane domestic workflow (e.g. store in the pet’s
collar a pheromone indicating if it has already eaten or not).

Of course, taking inspiration from the way pheromones are
used by ants to let them coordinate their collective movements
in an unknown environment toward food sources, we could
think at exploiting RFID pheromones to enable a group of
users and robots to coordinate on-the-fly their movement in an
environment (consider, e.g., a rescue team in a disaster area).
For instance, if users spread pheromones around as they walk
and are instructed to stay away from existing pheromone
trails, one can have reasonable guarantees that the whole
environment is explored in an effective way by the group
[SveK04].

In this context, it is important to remark that our approach
clearly requires the presence of RFID tags before pheromones
can be spread. Although RFID tags are likely to be soon
densely present in everywhere (embedded in tiles, bricks,
furniture, etc.), one cannot rely on this in sensible situations
like in a disaster area. In these cases, however, it is possible to
conceive solutions where users or robots physically deploy
RFID tags on-the-fly while exploring the environment, to be
used for subsequent coordination.

VII. CONCLUSIONS

While a preliminary prototype implementation shows the
feasibility of our approach, a number of research directions
are still open to improve its practical applicability. In
particular, more experiments are required to verify the
scalability of the proposed architecture to very large-scale
scenarios, and more effective solutions must be found to the
problem related to broken pheromone trails.
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Abstract—This paper proposes CASMAS: an agent-based
model to design an environment of collaborative applications by
taking into account the notion of community. Within this model,
communities are characterized by declarative rules that express
and shape the participative behavior of the community members.
The degree of participation of each member can dynamically
change according to her physical location and her position in the
logical space of the applications used within the community. The
paper shows how this approach can facilitate the design of
collaborative applications that are community-aware, that is
augmented with mechanisms by which to manage different levels
of participation of the community members.

Index Terms—Computer-supported cooperative work, Multi-
agent systems, Pervasive Computing

I. BACKGROUND AND MOTIVATIONS

S widely recognized in the specialistic literature [1] the
multi-agent approach makes easier to define a clear
separation between the units of computation and the
interactions among them in order to achieve some application
goals through "separation of concern" and modularity [2].
Moreover agents can be conceived of as useful tools to
describe (complex) systems from a systemic point of view.
Because of the complexity of systems to design, it is
impossible to predict (and design) in advance all the possible
behaviors of the running system: hence agents are provided
with simple behaviors and interaction capabilities and let
interact within some computational environment so that the
system is able to cope with unpredictable patterns of
conditions by exhibiting an overall behavior that is an
emerging property of the system itself [3]. The relevance of
these approaches is also due to some important characteristics
that they provide to designers: distributedness, openness,
scalability, incremental design. In fact, agents are inherently
distributed, and this makes the system more easily open, in
terms of the possibility to add new elements given that they
behave according to the established protocol; and robust, in
terms of easy substitution of malfunctioning agents and of
modification of incrementally designed agents.
More recently the characteristics of agent-based approaches

have been also considered in the light of the design of
applications that support collaboration among people [4]. In
the area of computer supported cooperative work (CSCW)
cooperative applications pose strong requirements in terms of
flexibility, adaptability, openness to environment in order to
reflect the complexities of real work settings, that is of
environments (or workplaces) where people work distributed
in space, and can freely join and leave dynamically
collaboration spaces, where collaborative behaviors can
change according to the context. Agent-based approaches
have been proposed to support different aspects of human
collaboration: some of them are focused on the management
of workflows which require adaptivity and dynamicity in
dealing with a flow of work (representing either tasks to be
accomplished or documents) among team members (see for
instance [5]). Other agent-based approaches deal with
coordination issues, ranging from support to not very
structured interactions among members of small groups like
the ones occurring in meetings [6] to more prescriptive
interactions among distributed actors mediated by appropriate
coordination mechanisms [7]. One of the most critical aspects
concerning human collaboration is about how people act,
learn, and interact together within the so-called communities
of practice. In our view, the notion of community (in the sense
initially proposed, and denoted as Community of Practice, by
Wenger [8] and further articulated by Andriessen [9]) is a
good mean to conceptualize how people mutually recognize,
gather together, interact, collaboratively access and share
resources, and move around to meet other people and exploit
further resources. In fact, a community is spontaneously built,
grows and evolves legitimating various degrees of
participation of incoming members on the basis of its internal
rules, conventions and practices: this is usually called
“legitimate  peripheral participation”. The degree of
participation of an actor is proportional to its distance from the
center of the community, i.e., from the locus where the
(physical and/or logical) ties which link its members together
are stronger.

In our view, the possibility of considering different degree
of participation of community members is a crucial aspect to
be taken into account so as to design applications supporting
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Fig. 1. The CASMAS model.

collaboration among community members or, in other words
to build a new typology of applications which are more
community-aware in terms of support based on their inner
membership and participation mechanisms. With community-
aware applications we hint to the fact that applications
conceived as supportive of cooperative work can also play a
significant role in supporting community life and community-
oriented activities. We think this can be made possible if these
applications are embedded within a network of interactions
and information flows that occur between the human actors,
their personal devices and the applications they use. In this
common and shared information space (cf. later the concept of
Fulcrum) the cooperative applications can then become aware
of the way different levels of participation are managed with
respect to the users' ability to get accustomed and align with
the practices, conventions, artifacts, and knowledge sharing
(learning) modalities of the community they belong to.

Taking into account the above considerations about agent-
based approaches and the relevance of modulating community
participation, we aim at defining an agent-based model, the
CASMAS  (Community-Aware  Situated  Multi-Agent
Systems), which could be used to design community-aware
applications. This model results from an extension of Santana,
a framework for the management of distributed inference
based on reactive behaviors programming [10], with the main
features of MMASS (Multi-layered Multi-Agents Situated
Systems), a model that has been proposed for managing and
modulating awareness information in cooperative applications
[11, 12]. In fact, our model should be able to recognize and
support modulated participation of members of a community
where modulated participation calls for a notion of metrics
and the latter for a notion of topological space. For this
reason, the Santana framework, which is able to model

distributed computational capabilities together with the
sharing of information and reactive behaviors through rules
mobility, has been integrated with the MMASS model in
which the topological space and the consequent modulated
diffusion of information are first-class objects.

Other agent-based models like Co-Field [13] implemented
by TOTA [14] could be used to modulate the different degree
of participation of community members since they take into
account concepts of topological space, distance and
propagation of information which is modulated within the
space itself. But in those cases the modulation of information
is influenced according to only a topological structure usually
representing the underlying network architecture rather than
one or more topological structures representing also logical
aspects of the domain. Indeed, CASMAS allows for the
definition of general criteria by which to establish the level of
membership of people in a community through the notions of
topological space and of field diffusion, which can represent a
combination of both physical and logical aspects that
dynamically characterize the community membership.
Moreover, the same notions allow for the computation and
modulation of different levels of participation. Hence by our
model, we provide designers with a richer semantics in
defining different metrics expressing possible levels of
participation since the model makes possible to combine the
mutual physical position of users, as well as their logical
location, in order to define how the information can be
modulated through the environment and according to the
relationships among members. The paper is organized as
follows. The next section presents the CASMAS
(Community-Aware Situated Multi-Agent Systems) model,
which integrates the main features of Santana and of MMASS.
Then, a high-level software architecture to implement the
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model is presented. Next the model is illustrated through a
scenario. The state of its current implementation and its
foreseen developments conclude the paper.

II. MMASS AND SANTANA IN A NUTSHELL

MMASS is a multi-agent model based on the perception-
reaction paradigm. Agents are located on sifes that constitute
a topological space determining the agents mutual perception.
In fact, agents can directly interact when they are located in
close sites or can remotely interact when they are sensitive to
the signals emitted by other agents. These signals within the
MMASS model are called fields and their intensity is
modulated by space according to a diffusion function, which
takes into account the space topology. A sensitivity function
characterizes each agent type and takes its current state as
argument. The perception of a field by an agent triggers a
reaction that can cause a change of the perceiver’s state or
position or the emission of a field by the perceiving agent. A
system can be composed of several topological spaces (multi-
layers), each characterized by its agents and their behaviors;
layers communicate by means of exported-imported fields. Ad
hoc layers that fictitiously represent applications can send
information to the MMASS by means of imported fields and
in so doing awareness information about those applications
can be properly managed (more details on this architecture can
be found in [12]).

Santana is a methodological framework conceived for the
development of distributed inference systems in the Pervasive
Computing application domain. The Santana framework is
grounded on the interconnection metaphor in that any
Intelligent Environment is conceived as a web of
computational sites where devices of different computational
and interactional capabilities interact. Interaction is realized
(or better yet, mediated) through a blackboard mechanism,
that is through a common space where devices share
contextual information (called facts) as well as reactive
behaviors (called rules), which can be acquired by or moved
across the computational sites. In this way, the pervasive
environment can reach an intelligent behavior as a result of
synchronous inference activities exhibited by distributed

computational sites. Moreover, a blackboard approach makes
the computational environment quite flexible towards dynamic
situations: new devices, new actors leaving and joining the
system, interaction patterns varying according to the context
can be dynamically managed by means of suitable meta-rules
that act as bridges between concepts (represented by
declarative facts) and rules and that hence allow for the
(de)activation of behaviors on an event-driven basis (i.e., the
local, as well as the “global”, control flow is not completely
predetermined by the programmers of the devices and
applications involved in the same pervasive environment).

A. Their integration into CASMAS

Grounding on the two models outlined above, we then
propose CASMAS: a model by which to conceive a “loose”
integration between collaborative applications so that they can
become more “community-aware”. To reach such high-level
goal, CASMAS combines the MMASS functionality of
modulating information between agents and the Santana
functionality of supporting cooperating agents in sharing
information and behaviors (e.g., tasks and ways to accomplish
them). The combination of these two approaches fits the
requirements of a cooperative intelligent environment that in
CASMAS is interpreted as a constellation of dynamically
defined and interacting communities. On one hand,
cooperation requires the notion of agent as entity able to
perceive context and propagate information on that context, as
well as the notion of modulated mutual perception
(awareness) among agents, that is a first-class concept of
MMASS. On the other hand, cooperation in an Intelligent
Environment requires the functionality of Santana to manage
disparate and scattered devices, private and common
information spaces as well as agents that are aware of context
and endowed with behaviors that are adaptive and reactive to
context [15]. Accordingly, the rationale behind CASMAS is to
model a cooperative Intelligent Environment as composed of
two main parts. First, a set of common information spaces,
called fulcra, by which information and behaviors concerning
communities practices and individual actors are managed
(respectively, cooperative fulcra and private fulcra - see
Figure 1). Each fulcrum is accessed by S-agents, one for each
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Fig. 3. Examples of configuration of the CASMAS architecture.

(human) actor involved in the (cooperative) application(s) in
use by the community'. Through the fulcrum, S-agents can
share both declarative representations of context (facts) and
reactive behaviors that characterize the community in terms of
conventions, practices or shared knowledge. Accordingly,
these behaviors are called community rules since, by being
shared and followed by all the community members they
literally make and demarcate the community. As a
community-oriented specialization of Santana, CASMAS
provides the designer with two transparent mechanisms to
manage community rules that are implemented through
suitable CASMAS meta-rules. The first is called community
enforcing and it is used to manage inhibition of community
rules, as well as updating and overwriting once they have been
fetched within each S-agent. By means of this mechanism,
community rules can dynamically change to reflect a more
context-aware alignment of the community members towards
common and ever-changing cooperative goals. The second
mechanism is called community participating. Through this
mechanism, according to the number of members that activate
a community rule and the number of activations of that rule,
the salience of that rule is dynamically changed (that is, it is
modified the rule attribute expressing the probability of the
rule to be chosen, activated and then executed at a certain
contextual condition). This participating mechanism allows a
community to change dynamically its nature and policies, also
according to the contextual response of its members to these

' The behavior of S-agents can either fully define the cooperative
application associated to the collaborative fulcrum or, more realistically,
define an interface between the cooperative application and the pervasive
environment in which it is activated.

policies. In this way a rule that has been first “injected” into a
fulcrum with a low salience (and that hence can be seen as just
a suggestion) can become a (shared) practice and then even a
prescriptive direction according to its changing and growing
salience.

All S-agents that stand proxy for a human actor” (e.g., A) in
some collaborative fulcra are also connected with the private
fulcrum associated to A: this allows a smooth interaction
between private and cooperative tasks and information
repositories, thus fulfilling a well known requirement of
cooperation.

The second part of a CASMAS model encompasses a set of
topological spaces that are “inhabited” by M-agents whose
behavior is defined according to the MMASS model;
CASMAS spaces can have a dynamic structure, a feature
inherited by MMASS, but this feature is not used in the
scenarios described later. Besides conveying contextual
information, the role of M-agents is to compute the degree of
participation of human actors in the communities that are built
around the collaborative fulcra. The interplay between
sensitivity to fields and fields propagation, which depends on
M-agents state and position, “shapes” the M-agents mutual
perception and computes how tight their mutual proximity is.
This information flows towards the fulcra described above;
these “react” to this flow by implementing the desired degree
of participation through the adaptive behavior capability
provided by Santana. This flow of information, modelled in

? In principle, when we refer to human actors also artificial ones could be
considered. However, since the focus of the paper is on human cooperation,
we will refer to human actors; if cooperation involves artificial actors as well,
the extension of the illustrated mechanisms to them is immediate.
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Fig. 4. The described scenario at the University. PCC workshop is located in room AS1.

terms of exported fields, is the basic means by which the
integration between Santana and MMASS is realized, and it
makes the interaction with the external environment bi-
directional. In order to realize this integration, while keeping
the frameworks both fully decoupled and autonomous in their
use and implementation, at each fulcrum is associated a
special S-agent, called Manager. This agent is characterized
by some rendering rules, that is rules that transform
topological representations of the MMASS model into
declarative  representations  (facts) by  which the
communication between the fulcrum and the M-agents
populating the topological space(s) is managed. The following
section illustrates the CASMAS functionalities through two
scenarios: a simple scenario will show the communication
patterns in some detail, while a more complex one will more
clearly describe the CASMAS expressive power.

III. CASMAS SOFTWARE ARCHITECTURE

As stated in the previous sections, CASMAS is a model by
which to conceive a “loose” integration between collaborative
applications so that they can become more ‘“community-
aware”. Accordingly the model must be open to the software
applications and to the environment as well. Due to these
requirements, the points of interaction between the model
architecture, the applications and the devices must be
identified, so to characterize the high-level software
architecture of CASMAS (see Figure 2). The architecture is
composed of a Santana module, which includes S-agents (S in
Figure 2), a Manager, a private fulcrum and the community
fulcra; and of a MMASS module, which includes M-agents
(M in Figure 2) and a topological graph. In our view, the
interaction between the environment and the CASMAS
architecture is delegated to the S-agents in that they can
interact both with the software applications and the
environment (arrows b and ¢ in Figure 2). Conversely, the
Manager can only interact with the environment (arrow d in
Figure 2) and specifically only with the localization devices in

order to acquire the physical location of the person that they
are associated with. Software applications, which are entities
outside the CASMAS architecture, can interact directly with
the environment (arrow « in Figure 2).

The interaction between an S-agent (or the Manager) and
the devices in the environment can be bidirectional and it is
mediated by a proxy fact, i.e., a fact that represents the visible
state of a device and that is declared in the private fulcrum
associated to the device’s user. The S-agent that interacts with
the device owns those rules that can be fired by changes in the
proxy fact; by modifying the proxy fact, this agent is also able
to modify the state of the corresponding device. In this way,
the S-agent and the device are fully decoupled but the strict
relationship between them is preserved by putting the rules
only in the interested S-agent. This approach has several
benefits: first, the device is potentially visible to all the S-
agents linked to the private fulcrum; in this way, two S-agents
can interact with two different non-overlapping functionalities
of the same device. Secondly, the S-agent that owns the rules
by which to interact with the device can delegate this
interaction to another S-agent (linked to the same private
fulcrum) simply by sending it the related rules; thirdly, the
system is more fault tolerant in that, e.g., if the S-agent that
interacts with the device stops working, another S-agent could
manage the interaction with the device.

A. CASMAS at Work

To illustrate how the CASMAS model achieves its goal of
supporting collaboration, we describe a scenario and the
related CASMAS mechanisms.

The PerCom University is endowed with ID emitters that
allow the identification of different zones of its building and
with wall-monitors that show information about ongoing
initiatives. Every member always carries at least one
localization device (eventually embedded in something that
the person carries always with her, e.g., the wrist-watch) that
is able to perceive area IDs.

Today the University hosts a workshop entitled “PCC:
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Fig. 5. Localization graph and M-agents located on it.

Pervasive Computing Challenges” that is scheduled for 10
a.m. Sue, Sarah and Mark (see configuration of the CASMAS
architecture in Figure 3) are three people working at the
PerCom University: Sue and Mark are interested in the PCC
workshop. Currently Sue is in the corridor close the workshop
room while Mark and Sarah are far from it (see Figure 4).
Moreover, Mr. Brown (see configuration of the CASMAS
architecture in Figure 3), the workshop speaker, is in the
coffee room having a cup of good coffee.

Since Mr. Brown had previously set the commitment in his
Agenda, at 9.45 a.m. his Smart Phone vibrates and shows a
message reminding the scheduled event. When Mr. Brown
arrives at the workshop room, his Agenda infers that the
workshop is going to start and publishes this information. In
order to reduce the information overload in the spirit of calm
technologies [16], the information is showed on the wall-
monitors (see configuration of the CASMAS architecture of a
wall-monitor in Figure 3) close to the workshop room and
notified only to the persons who are far from it. Therefore,
Mark’s personal device perceives the information “workshop
PCC is starting” while Sue and Sarah’s personal devices do
not perceive it because of two different reasons: Sarah is not
interested in the workshop, while Sue is interested but she is
close the workshop room so she can see the notification on the
wall-monitor.

When persons interested in the workshop approach the
workshop room, they become member of the PCC workshop
community (in this scenario the degree of participation to the
community is limited to being or not member of the
community, next we provide more information about
modulated participation) and share rules and information that
characterize it: for example, any “ringing device” owned by
participants must be turned to silent mode. This happens to
Mark and Sue when they enter in the workshop room. In
addition, the PCC community states that the workshop speaker
can publish his Curriculum Vitae (CV) and that members of
the community can retrieve it if they like. Before the
workshop begins, Mr. Brown publishes his CV to the
community through his personal device; since Sue and Mark
are members of the community their device either

automatically retrieves the speaker’s CV or asks them if they
want it, according to their preferences, through the “Document
Sharing” collaborative application (see Figure 3).

In order to model the illustrated scenario in CASMAS, a
localization graph (see Figure 5) is needed to take into account
the physical location of the different entities (people, devices,
activities) and model the information modulation accordingly.
The M-agent of the PCC workshop, which is an activity, emits
a field on the localization graph to notify that the workshop is
occurring.

Moreover, the model encompasses as many private fulcra as
many human actors are using an instance of the Agenda
application, and a single collaborative fulcrum that manages
the workshop policies.

When Mark schedules in his Agenda that he will take part
in the PCC workshop, his Agenda’s S-agent asserts in his
private fulcrum the fact (see Figure 6)

1) X is interested in the PCC workshop

(where X is a parameter that represents the person) so that
the Agenda’s Manager forwards this information to Mark’s
M-agent through the filtering rule

2) if X is interested in the PCC workshop then send the
external field “PCC workshop fields” to the X’s M-agent

The same holds for Sue.

According to the scenario, the sensitivity function of wall-
monitors’ M-agents let them perceive only fields about
workshops happening in the areas close to them.

When Mr. Brown enters the PCC workshop room, his M-
agent perceives the PCC workshop field and emits the “PCC
workshop 1is starting” field on the graph; Figure 7 illustrates
the field diffusion and the perception by M-agents which
represent persons and wall-monitors in their various locations.
Hence, the wall-monitors close to the workshop room show
this information, because their M-agents have perceived the
field. This happens also to Mark because his M-agent
communicates to the Manager of his private fulcrum that the
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PCC workshop is starting; the Manager declares the fact
3) the PCC workshop is starting

in the private fulcrum so the S-agent related to his Agenda
can react to it, due to the rule

4) if the PCC workshop is starting and X is interested in the
PCC workshop then send the message “the PCC workshop is
starting” to the X’s Agenda

and the Agenda notifies Mark accordingly. Instead, Sue’s
personal device does not inform her although her M-agent is
sensible to the “workshop is starting” field, because she is
near to the workshop room and the field intensity is lower
than the perception threshold.

Becoming aware that the PCC workshop begins, Sue and
Mark move to the workshop room. Since their M-agents
perceive the workshop field with the highest intensity, each of
them sends this information to the Manager of the private
fulcrum; consequently, it infers that the person is participating
to the workshop and asserts the fact

5) X is member of the PCC workshop community

This fact is transferred from the private fulcrum to the
workshop fulcrum, through rules (provided by Santana) that
allow exchanging facts between fulcra, and triggers the
Manager of the PCC workshop fulcrum to add an S-agent for
the new member to the workshop fulcrum, as stated by the
community rule

6) if X is member of the PCC workshop community then
create an S-agent for X in the PCC workshop fulcrum

As members of the workshop community, Sue and Mark’s
proxies are endowed with the community rules

7) if X is member of the PCC workshop community then
quiet all X’s “ringing devices”

8) if the speaker’s CV is available and X is interested in it
then retrieve it

so their “ringing devices” automatically switch to silent
mode; in addition, their S-agent acquire inferential rules to
perceive and retrieve the CV of the speaker. When Mr. Brown
publishes his CV, i.e. his S-agent asserts the fact

9) the speaker’s CV is available

in the PCC workshop fulcrum, rule 8) fires on the device of
the members of the fulcrum; hence, Mr. Brown’s CV is
retrieved by and presented on Sue and Mark’s device if they
have declared an interest in it, through the fact

10) X is interested in the speaker’s CV

This scenario illustrates some central aspects of our
approach to support collaboration. First, the environment is
proactive, i.e., it is able to sense the location of the actors,
make them aware of events and activate services accordingly.
Secondly, to this aim the environment manages the
(interaction with existing) single-user and cooperative
applications as well as a mechanism to compute different
degrees of participation in them. To better describe modulated
participation —a first-class concept of CASMAS- let us come
back to the previous scenario, which illustrates a basic use of
the field diffusion mechanism, namely the joining of members
to the workshop community when they enter the room. A
more sophisticated use of field diffusion would use
modulation to realize a more articulated notion of
participation. In fact, the different values of a diffused field
can trigger the activation of different behaviors of S-agents in
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the receiving fulcra. This is realized through a mechanism that
involves the M-agent linked to the graph where the field is
diffused and the Manager. Manager owns rules to evaluate the
degree of participation to the community based on the field
perceived and exported by the M-agent; once they are
executed, these rules assert into the private fulcrum facts that
represent the degree of participation of the S-agent linked to
the related community (e.g., rules sensible to the PCC
workshop fields assert facts for the S-agent linked to the PCC
workshop community). These facts are checked in the if-side
of the community rules (already loaded in the corresponding
S-agent); when the intensity of the field changes, new facts
expressing the degree of participation are asserted;
consequently different community rules can fire within the S-
agent, and hence make it to participate to the community in a
different way. In the scenario, the workshop field can be
perceived with low intensity by agents located further away in
the topological graph since the corresponding people are late
and approaching the workshop room. In this case, they could
be considered members of the community but with a more
peripheral degree of participation: for example, they could
listen on their Smart Phone to the voice of the speaker but
with a limited access to the presented material or the speaker’s
CV; in this case, the Manager asserts the fact that represents a
peripheral participation of the S-agent to the community, so
that the rule that retrieves the CV is prevented from firing.
The CV however will become available to them when they
enter the room, because the perceived workshop field would
get the highest intensity; consequently the fact that represents
a full participation to the community is asserted, and then the
rule to retrieve the CV can fire on it.

This example of modulated participation uses again the
physical distance as a parameter. One could conceive
situations in which the topology expresses logical distance
between entities and modulates participation according to it.
For example, suppose that the collaborative environment
contains different fulcra that support a community in
combination with different cooperative applications (e.g.,
workflow, co-authoring, shared repositories, distributed
systems); moreover, S-agents that access those fulcra contain

rules that capture the interactions occurring in each of them
between any two participating actors. This kind of information
can be transmitted and organized in a topological space
(usually called social network [17]) where the distance
between the M-agents corresponding to any pair of actors
expresses the degree of interaction among them. Moreover,
M-agents own a sensitivity function expressing their
availability to help an actor’s request to solve an unexpected
problem: for example, availability can be computed in terms
of work overload or single actor’s preferences, by means of
the same rule-based mechanism described in the workshop
scenario.

The environment, which could include several fulcra, a
logical space associated to many of them as well as a physical
one, can be modeled and managed by applying the integrated
approach of CASMAS: the approach has the obvious
advantage to manage uniformly the physical and logical
features characterizing the environment and to support actors
in their private and collaborative interaction by means of
mutual perception and modulated participation to the
applications that are available within the environment.

IV. CONCLUSION

This paper presented CASMAS, an agent based model for
the design of collaborative community-aware applications.
With community-aware we intend cooperative applications
that - by means of the CASMAS constructs - are augmented
with mechanisms managing different levels of participation of
actors as members of communities. In order to let cooperative
application become community-aware, the CASMAS model
combines and integrates two models that were previously
proposed within the multi-agent system research: Santana and
MMASS. The former has been adopted for its ability to
support the design of applications for Intelligent
Environments, i.e., environments encompassing distributed
and heterogeneous devices whose computational power can be
combined together in order to build a context-aware
environment that is able to react more aptly to the users'
needs. CASMAS can be seen as an extension of Santana
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aimed at supporting the design of cooperative applications that
could be used also in those domains whose requirements are
characterized within the Ambient Intelligence and Ubiquitous
Computing research fields. The latter one is a multi-agent
model that has been adopted for its ability to conceive of
agents as entitities situated on topological spaces representing
both logical and physical aspects of a domain. The
propagation of information among agents is modulated by
means of the concept of field propagation, which is borrowed
from Physics.

In the CASMAS model, primitives provided by Santana are
used to let the various collaborative applications share those
information and behaviors that concern and characterize the
community of their users; MMASS is used to model how the
level of participation of different community members can be
modulated: this modulation occurs taking into account how
the domain dependent information, which is relevant to affect
the level of participation, is modulated through topological
spaces representing either logical or physical aspects. As a
result of the integration between Santana and MMASS,
CASMAS provides designers with some additional
mechanisms to let information be exchanged among Santana
components and MMASS agents. Moreover, our proposal
aims at making possible a seamless sharing of the rules
regulating the community members’ behaviors according to
their current level of participation.

Currently, we are involved with the implementation of the
Santana framework and of the MMASS model by means of
the DJess platform [18], a middleware based on declarative
programming by which distributed inference systems can
share facts and rules through a blackboard interaction model.
We are also investigating how to integrate the CASMAS
model with other agent-based models: in particular with the
ABACo Multi-Agent Framework [7] so that CASMAS fulcra
can become places where people are strongly supported in
coordinating their activities.
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ANEMONE - A Network of Multi-Agent
Platforms for Academic Communities

G. Armano, P. Baroni, G. Cerchi, M. Colombetti, A. Gerevini, M. Mari, A. Poggi,
C. Santoro, E. Tramontana, M. Verdicchio

Abstract—This paper presents ANEMONE, a multi-agent
platforms network that provides services for the academic
community implemented by using the JADE agent development
framework. In particular, ANEMONE provides a set of services
to support i) academic people in some of their recurrent activities
(fix an appointment, organize a meeting and search documents on
the Web, ii) students in getting information about courses and iii)
information technology people (including students) in getting
information on documents and people that may help them to solve
their programming problems. Moreover, it also provides a set of
system-oriented services for the management of agent platforms
and services and for the realization of new types of service.

Index Terms—Multi-agent systems, cooperative systems, user-
oriented services

1. INTRODUCTION

O NE of the main reasons to use autonomous software
agents is their ability to interact to show useful social
behaviors rapidly adapting to changing environmental
conditions. But the most interesting applications require that
large and open societies of agents are in place, where
collaborating and competing peers are able to interact
effectively. In a context where a number of possible partners
or competitors can appear and disappear, agents can highlight
their ability to adapt to evolving social conditions, building
and maintaining their networks of trust relations within a
global environment.

The first effort to create such a large and open society of
autonomous software agents was Agentcities [1]. This project
developed a network of agent platforms spanning over the
whole globe and a number of complex agent-based
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applications were deployed on the network. OpenNet is an
evolution of Agentcities whose goal is to integrate agent
platforms with Web Services / Semantic Web platforms [2]. In
this paper, we present ANEMONE, an agent platform network
developed inside the OpenNet initiative.

II. ANEMONE

ANEMONE is a multi-agent platforms network that
provides services for the academic community (professors,
researchers and students) implemented by using the JADE
agent development framework [3].

ANEMONE offers both system-oriented and user oriented
services. System oriented services allow the management of
the network and the realization of new user-oriented services
through their extension and composition. User-oriented
services have the goal of helping academic users and can be
used through a simple Web browser.

III. SYSTEM-ORIENTED SERVICES

System-oriented services have the goal to provide support to
the management of agent platforms and services and provide
reusable components to realize new types of service.

A. Platforms and Services Management

Platform and service management services are based on the
services provided by the JADE agent development software
and a set of services to register and search platforms
(Agent/Service Platform Directory Services), agents (Agent
Directories) and services (Service Directories) in an open
network of agent platforms. Using these services, it is possible
to connect a new platform to the openNet network, making it
visible to others, and deploy own naming, directory and
monitoring services.

Moreover, a set of monitoring services (Agent/Service
Platform Monitoring Services) allow to monitor the platform's
status and its ability to communicate with others.

B. Agent Interaction

As we introduced above, the platforms in the ANEMONE
network are developed by using JADE. Agent interaction in
JADE systems is based on message exchange. Thus, the
adopted agent communication language has a crucial role.
JADE agents’ messages follow the standard proposed by the
Foundation for Intelligent and Physical Agents (FIPA [10]),
which is the most complete proposal to date.
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Still, the FIPA semantics shows some shortcomings that
inevitably affect the systems whose communication is based on
such standard. Our aim is to provide a different semantics to
tackle these problems. The FIPA proposal and ours share the
assumption that agent communication should be dealt in terms
of communicative acts, a special action type aiming at
allowing information interchange. We part from FIPA
guidelines when it comes to defining the semantics of such
acts. The FIPA semantics exploits the Belief, Desire, Intention
(BDI, [5]) model, which views communicative acts as events
that change agents’ mental states. Instead of analyzing changes
in the state of the internal architecture of agents, our approach
focuses on the external social state holding among agents. We
describe communicative acts as actions performed by agent to
change their commitments towards the others. We rewrote the
FIPA Communicative Act Library according to our
perspective to have a benchmark for the two approaches. The
advantages of dealing with social states rather than mental
ones have surfaced in the analysis of the Contract Net
protocol, in which an agent, in a need for a specific service,
issues a call for proposal to other agents. To check whether the
contract has been fulfilled, the current FIPA protocol
prescribes an inform message from the service provider itself.
This procedure is effective only under very strict assumptions
about the sincerity of the agents, which we cannot afford when
we deal with open multi-agent systems. In a commitment-
based approach, on the contrary, each message exchange of the
Contract Net protocol leads to changes in the social dimension
of the multi-agent system, in that, commitments are proposed,
and such proposals are accepted or rejected. Commitments are
public and reflect an objective state of affairs between agents.
They can be stored for further reference and thus they offer an
effective way to check whether agents have fulfilled their
commitments. The FIPA communicative act library in terms of
commitments and the results of the analysis of the Contract
Net protocol are formally presented in [6].

We provide the ANEMONE network and, more generally,
every JADE-based multi-agent system such commitment-based
communication system in the form of an agent that is called
Notary. The Notary is responsible for examining the content of
the messages that are exchanged over the system and creating
public structured data items reporting the relevant
commitments between agents. The Notary makes use of
witness agents the communicating agents have agreed upon to
check whether the commitments have been fulfilled or
violated. The witnesses reply to queries by the Notary, and
thus increase its knowledge base. The Notary exploits a JESS
(Java Expert System Shell, [7]) inference engine to reason
about its own knowledge base and verify whether a
commitment has been fulfilled or not. To support the
commitment generation and manipulation processes, the
exchanged messages need to be carrying more information
than as prescribed by the usual FIPA standard. To maximize
backward compatibility, we have chosen not to add fields to
the original FIPA message structure, but to enrich and
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standardize its content field by means of XML. The Notary is
provided with XML parsing capabilities thanks to a SAX
(Simple API for XML, [8]) module.

The Notary-enhanced communication system introduces
significant overhead in the message interchange process,
which may not suit the needs for lightweight application in
such environments like PDAs or mobile phones. This service
is offered as an option when agents need a trusted third-party
to guarantee for their communication process, €.g. in electronic
auctions or business transactions. Agents only need to put the
Notary among the messages’ addressees to obtain its service.

C. Automated Reasoning

Domain-independent automated reasoning services, based
on stand-alone software tools previously developed in the
context of other research activities, are made available to the
community by a wrapper agent, which is in charge of receiving
requests from other agents specifying reasoning tasks to be
carried out, of exploiting the suitable software system to
produce the relevant solutions, and of returning them to the
requestor agents.

The wrapper agent and the related agents devoted to
registration and brokering of the available reasoning services
are implemented according to the FIPA specification “Agent
software integration” [10].

Two reasoning services are currently being integrated into
the ANEMONE network, namely an argumentation system and
a planning system.

Argumentation theory is a framework for practical and
uncertain reasoning, where arguments supporting conclusions
are progressively constructed in order to identify the set of
conclusions that should be considered justified according to
the current state of available knowledge. The use of
argumentation has been advocated both at the level of
interaction among agents to support dialogue and negotiation
and at the level of an agent's internal reasoning (see [14] for a
survey).

Since the construction of arguments proceeds by exploiting
incomplete and uncertain information, conflicts between them
may arise: the conflict relations between arguments are
formally represented by a structure called defeat graph. The
core problem is then to compute the “defeat status” of the
arguments, namely to determine which arguments emerge
undefeated from the conflict: several semantics have been
proposed to this purpose in the literature.

A reasoning task in this case consists in the specification of
a defeat graph and the solution provided is the defeat status
assignment for the arguments included in the graph. The
solution may be produced according to the well-known
grounded [13] semantics or to the recently introduced CF2 [9]
semantics.

As to the planning system, this reasoning service receives
requests to solve plan generation problems specified using the
recent standard PDDL2.2 language [12], and computes plans
solving such problems (assuming they are solvable and not too
hard for the integrated planner). PDDL2.2 is an expressive
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planning language supporting the representation of domains
involving numerical quantities, actions with durations,
predictable exogenous events and domain axioms. The
integrated planning system is LPG [11], an efficient, state-of-
the-art, fully-automated planner which received two awards at
the last International planning competition.

IV. USER-ORIENTED SERVICES

ANEMONE provides a set of services to support i)
academic people in some of their recurrent activities (fix an
appointment, organize a meeting and search documents on the
Web, ii) students in getting information about courses and iii)
information technology people (including students) in getting
information on documents and people that may help them to
solve their programming problems.

A. Agenda Management

An agenda management system called MAgentA (Multi-
Agent Agenda) has been developed. The system, besides
managing users’ personal agendas, provides a specific support
to meeting organization: through a process of automated
negotiation agents are able to determine the temporal location
of a meeting which best fits the preferences of their owners,
while satisfying some constraints specified by the meeting
proposer.

The MAgentA system, implemented using the JADE agent
development environment, consists in the following agents:

- auser management (UM) agent, in charge of managing
the authentication of authorized users;

- a meeting management (MM) agent, in charge of
coordinating the negotiation of a meeting among
users’ agents and of managing a database of meetings;

- a set of personal agenda (PA) agents, which represent
individual users and maintain information about their
scheduled activities and their preferences over their
possible temporal allocation. PA agents are expected
to be continuously running and available to receive
meeting organization requests from other agents;

- a set of GUI agents, in charge of managing the
interaction with the MAgentA users through a
graphical interface. A GUI agent is activated only
when necessary, i.e. during a user working session.

In a typical use scenario, a user, after authentication,
interacts with a GUI agent to express her/his preferences about
temporal locations of requested meetings and possibly to insert
some personal scheduled activities within her/his agenda. The
GUI agent communicates this information to user's PA agent
which will use them when negotiating the organization of a
meeting.

Moreover, using the GUI, a user may
organization of a meeting by specifying:

- some temporal constraints about the temporal location
of the meeting;

- the minimum and maximum duration of the meeting;

- a list of expected participants, partitioned into
necessary participants and optional participants.

initiate the
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Once a request of a meeting organization has been
formulated by the initiator user, it is submitted to the MM
agent which tries to identify a solution, namely a suitable
temporal location of the meeting, through a negotiation
process consisting in the following steps.

First of all, using the FIPA contract-net protocol, the PA
agent of every participant is solicited to propose a set of
possible solutions compatible with the meeting temporal
constraints, and to specify the user’s preferences about the
proposed solutions.

Then the MM agent verifies whether there exists a temporal
location where all participants are available and, if one or
more of them exists, it proposes them to the initiator user,
ordering them on the basis of participants’ preferences.
Otherwise, the solutions where at least the necessary
participants are available are searched for. Again, if these
“weaker” solutions are found, they are proposed in an order
consistent with the preferences specified in the agendas of the
involved users; otherwise, a final search for (possibly less-
satisficing) solutions is carried out, where personal activities
included in participants’ agendas are ignored. The list of the
solutions found or a message of failure is then provided to the
initiator user.

If a list of solutions has been found, the initiator user selects
and confirms one of them: a notification is then sent to the
MM agent and to the involved PA agents, which add the
meeting to their databases.

In case of failure, it is up to the user to define a new request
with different constraints and to initiate a new negotiation
process.

B. Supporting Students in their University Activities

DIEE has developed an e-service devised to support
graduated and undergraduated students in their activities. It is
built upon a generic multi-agent architecture, designed to
support the implementation of applications aimed at: (i)
retrieving heterogeneous data spread among different Internet
sources (i.e., generic web pages, news, and forums), (ii)
filtering and organizing information according to personal
interests explicitly stated by each user, and (iii) providing
adaptation techniques to improve and refine throughout time
the profile of each selected user. The generic architecture has
been called PACMAS, standing for Personalize, Adaptive, and
Cooperative MultiAgent System, and encompasses four main
levels (i.e., information, filter, task, and interface), each being
associated to a specific role that agents can play. The
communication between adjacent levels is achieved through
suitable middle agents, which form a corresponding mid-span
level. Each level is populated by a society of agents, which are
autonomous and flexible, and can be personalized, adaptive
and cooperative depending on the role they assume in the
implemented application. PACMAS agents belong to one of
the following categories:

- information agents, which access information sources,
and are able to collect and manipulate such
information [19];
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Figure 1. The GUISs of the four user-oriented

- filter agents, able to process information according to
user preferences [16] ;

- task agents, which help users to perform tasks by
solving problems and exchanging information with
other agents [17];

- interface agents, devised to facilitate the interaction
between the user and other agents [18];

- middle agents, which are in charge of establishing
communication among requesters and providers.

Let us consider a typical University Department. It generally
makes available the information about courses, seminars,
exams, professors, and students on different areas: web sites,
forums, and news (NNTP) servers. All relevant information is
not directly available but it is usually spread on the department
portal, on the web site of each course, and on the personal
page of each professor. Furthermore, each professor might
activate her/his news and forum service. Some of the
information potentially interest all students, such as lesson
timetables, exam dates, taxes, and student tutoring. On the
other hand, students belonging to different courses are
interested in different lessons and exams. Typically, a student
in search of relevant information about her/his University

activities browses web sites, and reads announcements from
forum and news services. This is often a repetitive and boring
task that can be automated. From our perspective,
personalization and adaptation represent the added value of
such an automated system.

To provide an e-service able to support students in their
activities, a prototype based on the PACMAS architecture has
been implemented, using JADE [3] as the underlying
framework. Supporting students involves several activities:
information extraction, information retrieval and filtering,
information processing, and result presentation. Each activity
corresponds to a suitable level of the PACMAS architecture.
Information extraction is carried out at the information level
by information agents that play the role of wrappers,
specialized for dealing with a specific information source.
Information retrieval and filtering is carried out at the filter
level, populated by two kind of agents: generic and personal.
Generic filters are specifically aimed at removing all non
relevant information retrieved from the involved information
sources, whereas personal filters are devoted to select the
information according to the personal needs, interests, and
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preferences of the corresponding user. Information processing
is carried out at the task level, where agents are customized for
a specific task (e.g. lesson timetable, seminars, and exams
scheduling). Result presentation is carried out at the interface
level, through agents that interact with the users. A suitable
graphical interface - personalized for each user - that can run
on a web browser, is available to allow communication among
interface agents and the user.

The prototype has been tested on the information system of
the Department of Electrical and Electronic Engineering
(DIEE) at the University of Cagliari.. The system is able to
learn specific user’s interests to retrieve, filter, and show only
the information deemed relevant by her/him. A beta version of
the web service is available at:
http://iascw.diee.unica.it/PacmasWWW.

C. Documents Search

SHARK is a multi-agent P2P document sharing system
aiming to provide users with a more effective tool to find
documents and promote collaborations among them [20]. Each
SHARK agent (such as Categoriser, Searcher, UserProfiler,
etc.) autonomously performs a small task, such as document
categorisation, finding, user profiling, etc. and communicates
its results to other agents.

The hosts in a SHARK network are given different roles. A
client host provides users with a few services, such as user
profiling and document analysis, and allow users to log in to
an AgentCities [21] host. AgentCities hosts are servers,
connected to each other, each running a FIPA-compliant agent
platform and handling data related to SHARK users and their
documents.

1) SHARK Agents

n the following we describe the agents that constitute
SHARK. Agent Cruncher analyses shared documents and
extracts from each a set of keywords. For this, Cruncher uses
filters to recognise and remove HTML, LaTex, RTF and PDF
tags that are used only to format the text; then it removes the
stop words, and, for all the remaining words, it extracts the
appropriate stems. The output is a list of word stems ranked by
the number of occurrences found [22][23].

Agent Categoriser, on the basis of extracted word stems,
associates categories to documents. Categoriser holds a
knowledge base, containing, for each known category: its
name, the list of keyword stems and the respective frequency.
Taking as input a list of word stems, Categoriser calculates the
“distance” between such a list and the known categories, by
using the dot product. The category that minimises the distance
is chosen as the category to which the document belongs.

Agent UserProfiler detects the activities that a user
operating with a web browse performs, and analyses the shared
documents in order to continually update his/her profile. The
user profile consists of the list of categories corresponding to
shared documents or visited web pages. Each category is
associated with a score, which reflects the degree of interest,
measured on the basis of the number of shared documents and
visited web pages.
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Agent Searcher runs on an AgentCities host and holds the
list of categories identified for the local shared documents, for
each category the list of documents and the user providing
each document. Given a user-provided query (as a list of
keywords), Searcher looks for matching categories and returns
the list of corresponding documents with the user providing
each. The query is then propagated to the other AgentCities
hosts, where local Searchers will perform analogous activities.

Agent Correspondent handles document download requests
originating from other users.

Agent Advertiser periodically checks user profiles in order
to find a partial match. Whenever the matching degree is
above a given threshold, the users with common interests are
notified with an email message. It is then up to the users to
find the opportunity for a collaboration.

The instances of the agent classes described above run on
different hosts. The user host is equipped with Cruncher,
UserProfiler and Correspondent; AgentCities servers host
Categoriser, Searcher and Advertiser.

2) Using SHARK

Users interact with SHARK by means of a web interface, of
which we highlight here two important features. The first one
is the searching facility: once a user has performed a query, by
typing a set of keywords into a web form, this is sent to the
Searcher on the AgentCities server the user is connected with.
The results of Searcher are sorted so that the more relevant
document is that exhibiting the highest frequency (in
percentage with respect to all the document’s keywords) of the
keyword queried-if only one keyword is provided. If more than
one keyword is given, the total relevance is computed as the
average of each single keyword relevance.

The second feature is the collaboration facility. This is
connected with searches and consists of providing a list that
reports the name of the users who have, in their user profile,
the keyword(s) queried. Names are ranked according to the
relevance of the user profile with respect to the keyword(s)
queried. Relevance is computed using the same method
employed for documents.

D. Software Development

RAP (Remote Assistant for Programmers), is a Web and
multi-agent based system to support remote students and
programmers during common projects or activities based on
the use of the Java programming language [24].

1) RAP Agents

In this section we describe the agents that compose the RAP
system. Personal Agents allow the interaction between the user
and the different parts of the system and, in particular, between
the users themselves. Moreover, these agents are responsible
of building the user profile and maintaining it when the user is
“on-line”. User-agent interaction can be performed in two
different ways: through a Web based interface or through
emails (if the user is not on-line). User Profile Managers are
responsible of maintaining and updating the profile of system
users. Answer Managers maintain the answers provided by
users during the life of the system and they find the
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appropriate answers to the new queries of the users. Besides
providing an answer, these agents update the score of the
answer and forward the vote to the User Profile Manager for
updating the user profile. Document Managers find the
appropriate documents to answer the queries submitted by
system users. E-mail Managers are responsible of the
communication between the system and the off-line users.
Starter Agents are responsible for activating a Personal Agent
when either a user logs on or another agent requests it.
Directory Facilitators are responsible to inform an agent about
the address of the other agents active in the system (yellow
pages service).

2) Profile Management and Open Communities

The management of user and document profiles is
performed in two different phases: an initialization phase and
an updating phase. In order to simplify and reduce the
possibility of inaccuracy due to people’s opinions of
themselves and to incomplete information, we decided to build
the initial profile of the users and documents in an automated
way. Profiles are represented by vectors of weighted terms
whose values are related to the frequency of the term itself in
the user’s documents. Document and user profiles are
computed by using “term frequency inverse document
frequency” (TF-IDF) [24] algorithm. Each user profile is built
by user’s Personal Agent through the analysis of the software
she/he wrote. This is only the initial user’s profile, it will be
updated when the user writes new code or interacts with the
system answering some queries.

An important requirement that has guided the design of
RAP has been the support for open and distributed
communities. RAP structure is open, since new users can
register and access the system, and a registered user can
acquire new skills or produce new software. The community
beneath RAP is distributed: the whole system can consist of a
dynamic group of local communities. Each community can
operate isolated, but can also decide to join a group of
communities, sharing experts and documents repositories.

The open and distributed nature of the system entails some
significant problems in the evaluation of information: the
evaluation of both experts and documents is strongly
dependent on the actual composition of the community group.
For example, if a user is rated as the maximum expert to
answer a query, he is rated considering only the users
registered in the system at that moment. As a matter of fact,
TF-IDF algorithm can be easily used in a centralized system
where all the profiles and the data are managed, while our
context is more complex. For these reasons, each profile
component of RAP is associated with two elements: an
absolute element and a TF-IDF weighted element. The
absolute one depends only on the user (or document) profile,
instead the TF-IDF element is related to both the user profile
and the whole community profiles. Moreover, while the
absolute element is stored in a database, the weighted one is
maintained in memory and it is recalculated when necessary.
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V. CONCLUSION

In this paper, we presented ANEMONE, a multi-agent
platforms network that provides services for the academic
community (professors, researchers and students).

The ANEMONE network and services are the result of a
project involving five Italian universities (University of Parma,
University of Brescia, University of Cagliari, University of
Catania and “Politecnico di Milano” Technical University) and
the realized network is composed of five nodes deployed in
the different universities. However, the ANEMONE network
can interoperate with agent platforms deployed in different
parts of the world. In fact, ANEMONE project takes part of
the OpenNet initiative [2] that is a project dedicated to
facilitating  collaboration  between research  projects
developing, applying and above all deploying Agent, Semantic
Web, Web Services, Grid and similar networked application
technologies in large-scale open environments such as the
public Internet. In particular, the core partners of this initiative
deployed a backbone network of agent platforms, including a
platform at the University of Parma. This backbone network
has the goal to be the interconnection network among the
systems and prototypes belonging to the initiative (currently
different projects are running in different part of the world and
different tens of agent platform are active).
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Abstract— In questo articolo viene presentato MAgentA, un
sistema multi-agente sviluppato nel contesto del progetto interu-
niversitario ANEMONE allo scopo di gestire agende e pianificare
riunioni tra gli utenti in modo semiautomatico. Ogni agenda
& gestita da un agente che conosce gli impegni personali e le
preferenze di un particolare utente, mentre le riunioni vengono
organizzate da un apposito agente in grado di contattare le
agende e ragionare sulle preferenze degli utenti e sulla loro dispo-
nibilia nel tempo. MAgentA, che & stato sviluppato utilizzando la
piattaforma JADE e lo standard FIPA, si caratterizza rispetto ad
altri sistemi analoghi poiché é in grado di discretizzare il tempo in
modo guidato dalle preferenze oltre che dalla disponibilita degli
utenti contattati ed utilizza criteri che cercano di ottimizzare
anche la durata della riunione, entro i limiti stabiliti dall’utente
che ne ha fatto richiesta.

I. INTRODUZIONE

Le tecnologie ad agenti forniscono strumenti che permet-
tono di modellare ed implementare sistemi software sempre
piu articolati, in cui sono possibili astrazioni espressive come
agenti, societa di agenti ed ambiente [1].

In questo contesto si colloca il progetto interuniversitario
ANEMONE (A NEtwork of Multi-agent OpeN Environments).
Il progetto si propone come obiettivo da una parte la realizza-
zione di una rete di piattaforme multi-agente in grado di offrire
servizi dedicati alla comunita accademica ed interoperabile
con altre piattaforme attive in diverse parti del mondo, e
dall’altro la ricerca di soluzioni ad alcuni problemi comuni
nella realizzazione di piattaforme multi-agente. Una delle
funzionalita che il progetto si propone di realizzare ¢ la ge-
stione semiautomatica degli impegni dei docenti che fornisca
un supporto all’organizzazione di riunioni. Il problema é di
particolare rilevanza pratica ed € appropriato per I’applicazione
della tecnologia ad agenti, come confermato dall’esistenza di
svariati lavori sul tema [2], [3], [4], [5], [6].

Nell’ambito del progetto ANEMONE, tale servizio viene
fornito da un sistema ad agenti denominato MAgentA (Mul-
ti Agent Agenda) e sviluppato tramite I’utilizzo di JADE
(Java Agent DEvelopment Framework) [7], un framework
che semplifica I'implementazione dei sistemi multi-agente
attraverso un middle-ware conforme alle specifiche FIPA [8].
Alcune caratteristiche di MAgentA lo differenziano da lavori
analoghi preesistenti. In particolare il metodo utilizzato per la
definizione dei possibili intervalli temporali in cui pianificare
una riunione. Tali intervalli vengono infatti individuati senza

) —> I DB
Utenti H PN Eiunieni

Fig. 1.

Architettura del sistema. Agenti, database e connessioni.

la necessita di suddividere il tempo in intervalli discreti di di-
mensione fissa, tramite una algoritmo guidato dalle preferenze
degli utenti ed in grado di ignorare intervalli poco rilevanti.

L’articolo descrive le funzionalita e la struttura del sistema
MAgentA ed é organizzato nel modo seguente: nelle sezioni
Il e Il verra presentata una panoramica sull’architettura del
sistema, gli agenti che lo compongono, il modo in cui essi
comunicano e le funzionalita offerte; nella sezione IV si
vedranno quali sono i compiti dell’agente che implementa
I’agenda di un utente; nella sezione V verranno esposte le
caratteristiche dell’agente incaricato della gestione degli utenti
del sistema; nella sezione VI sara esaminato I’agente che
permette all’utente di interagire con la propria agenda tramite
I’interfaccia grafica; nella sezione VII verranno esposte le ca-
ratteristiche dell’agente incaricato di pianificare nuove riunioni
su richiesta degli utenti, tenendo in considerazione le loro
preferenze. La sezione VIII conclude I’articolo sintetizzando
i risultati ottenuti e menzionando i possibili sviluppi futuri di
questo lavoro.

Il. ARCHITETTURA E COMPONENTI DI MAGENTA

Il sistema & costituito da un insieme di agenti dotati di
diverse capacita ed in grado di cooperare. Ognuno di essi
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ricopre uno specifico ruolo ed € in grado di accedere ad un
database in cui vengono mantenuti i dati di cui I’agente ha
bisogno per assolvere ai propri compiti. | dati sono organizzati
in diversi database:*

« Un database degli utenti registrati nel sistema.

o Un database delle riunioni fissate tra gli utenti registrati.

« Un database riservato ad ogni singolo utente, in cui sono
memorizzati i suoi impegni personali.

Gli agenti che costituiscono il sistema sono (figura 1):

o User Personal Agent (UPA): un agente in grado di accede-
re al database personale dell’utente che ne & proprietario
ed assumere il ruolo di partecipante durante la pianifi-
cazione di una riunione. Questo agente é in grado di
recuperare tutti gli impegni dell’utente, valutare in quali
intervalli possa essere considerato libero e gestire even-
tuali preferenze espresse dall’utente in modo da fornire
all’iniziatore di una riunione le informazioni necessarie
a costruire le funzioni obiettivo utilizzate per collocarla
opportunamente.

o User Management Agent (UMA): un agente per la gestio-
ne degli utenti che ha il compito di avviare le agende e
di distribuire loro le informazioni necessarie ad effettuare
I’accesso al proprio database personale. L’agente inter-
viene inoltre durante il login degli utenti, fornendo ad
ognuno I’indirizzo della propria agenda. L’'UMA ¢ il solo
agente autorizzato ad accedere al database degli utenti.

o GUI Agent (GA): un agente per la gestione della GUI, il
cui compito fondamentale consiste nel fare da interme-
diario tra I’agenda e I’interfaccia utente, traducendo gli
eventi della GUI in messaggi per I’UPA e viceversa.

o Meeting Management Agent (MMA): un agente gestore
delle riunioni a cui € consentito I’accesso al database delle
riunioni ed il cui compito principale consiste nell’assu-
mere il ruolo di iniziatore durante la pianificazione di una
riunione. Questo agente & in grado di ragionare sui vincoli
temporali delle riunioni e sugli impegni presenti nelle
agende dei partecipanti per pianificare la nuova riunione
in modo ottimale.

A sistema avviato esistono, oltre al’UMA ed al MMA, un
UPA per ogni utente ed un GA per ogni utente che abbia
effettuato il login sul proprio UPA.

Ogni agente “vive” all’interno di un container a sua volta
contenuto in una piattaforma JADE (Java Agent DEvelo-
pment Framework) [10] e provvede a registrarsi presso il
DF (Directory Facilitator conforme alle specifiche FIPA) [8]
messo a disposizione della piattaforma.? Tale agente permette
di ottenere informazioni circa gli agenti registrati e viene
utilizzato per recuperare I’indirizzo di UMA e MMA ogni volta
che un agenda abbia bisogno di contattare uno di questi agenti.

1] database possono essere distribuiti su pit server. La connessione & stata
realizzata tramite JDBC, mentre per la permanenza dei dati si € utilizzato
JPOX[9], un’implementazione dello standard JDO. In questo modo sia il
formato dei database che il tipo di server possono essere configurati.

20gni container pud essere lanciato su una diversa macchina in modo da
distribuire gli agenti che compongono il sistema. Il corretto indirizzamento
degli agenti viene gestito tramite il DF.
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Fig. 2. Configurazione delle preferenze di un utente.

Ogni volta che viene iniziata una conversazione tra gli agenti,
I’iniziatore genera un identificativo (Conversation-1D) univoco
da assegnare a tutti i messaggi che verranno scambiati durante
la conversazione. In questo modo ogni agente pud essere
impegnato in piu conversazioni senza che queste interferiscano
tra loro.

I11. FUNZIONALITA

Nella versione attuale il sistema offre alcune funzionalita
che permettono ad un utente di configurare la propria agenda
esprimendo delle preferenze circa eventuali riunioni a cui
dovra prendere parte, gestire i propri impegni personali ed
interagire con altre agende allo scopo di pianificare una riu-
nione. Piu in dettaglio, le funzionalita attualmente disponibili
sono:

« Configurazione delle preferenze: ogni utente ha la possi-
bilita di esprimere un grado di disponibilita (preferenza)
a partecipare ad eventuali riunioni in un determinato
intervallo di tempo all’interno di una settimana tipo.
Tali preferenze possono essere espresse con una granu-
larita di mezz’ora tramite I’utilizzo di cinque livelli di
disponibilita: basso, discreto, buono, medio e scartato
(figura 2). L'ultimo livello viene considerato come un
impegno fittizio che impedisce all’utente di partecipare
a qualsiasi riunione che vi si sovrapponga. Gli altri
livelli corrispondono invece a dei valori numerici che
quantificano le preferenze dell’utente.

« Inserimento e modifica di impegni personali: ogni utente
puo agire sul proprio database personale tramite un’inter-
faccia che permette di aggiungere, rimuovere e modificare
gli impegni traducendo ogni azione in opportuni messaggi
da inviare all’lUPA ed aggiornando quanto presentato a
video all’utente.

« Richieste di riunione: ogni utente pud assumere il ruolo
di iniziatore definendo dei vincoli per una nuova riunione
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ed inviando una richiesta al MMA, il quale interagira con
le agende degli utenti invitati a prendervi parte.

« Ricerca e ordinamento soluzioni: I’agente gestore delle
riunioni € in grado di valutare le possibili collocazioni
temporali individuate per una nuova riunione allo scopo
di determinarne la qualita in relazione alle preferenze
espresse dalle agende degli utenti invitati. Cid permet-
te di ordinare le collocazioni individuate in modo da
identificare quelle che meglio soddisfano la richiesta.

o Selezione di una soluzione, memorizzazione e notifica
agli utenti: gli intervalli di tempo selezionati e valutati
possono essere analizzati dall’iniziatore allo scopo di
verificarne la qualita. L’utente potra quindi selezionarne
uno da assegnare alla riunione che si vuole fissare ed
inviare una notifica alle agende degli utenti invitati.

IV. UPA: AGENTE PERSONALE DI UN UTENTE

L’UPA rappresenta I’agenda vera e propria di un utente.
Questo agente ¢ in grado di accedere al database personale
del suo proprietario per inserivi nuovi impegni ed estrarre o
modificare quelli esistenti. | compiti principali di questo agente
sono:

« rispondere alle richieste provenienti dal GA, in modo da
permettere all’utente di visualizzare ed interagire con la
propria agenda;

« interagire con il MMA assumendo il ruolo di partecipante
durante le conversazioni effettuate tramite il protocollo
FIPA-Contract-Net, allo scopo di fornire all’iniziatore gli
intervalli di tempo disponibili per pianificare una nuova
riunione in accordo con gli impegni del proprio utente;

« valutare tali intervalli tenendo in considerazione gli
impegni personali, le riunioni e le loro eventuali
ricorrenze;

« valutare le eventuali preferenze dell’utente traducendole
in un opportuno insieme di valori numerici.

Nel momento in cui I’UPA viene contattato dal MMA allo
scopo di fissare una nuova riunione, esso si attiva valutando le
possibilita e le preferenze del suo proprietario. Le possibilita
dell’utente vengono definite analizzando la lista di tutti i suoi
impegni ed estraendo tutti gli intervalli in cui I’utente risulta
libero. Per quanto riguarda le preferenze I’agente analizza la
configurazione effettuata dall’utente su di una settimana tipo
e la applica alle possibilita dell’utente. In figura 2 € riportata
la finestra che permette all’utente di configurare le proprie
preferenze.

V. UMA: AGENTE GESTORE DEGLI UTENTI

Il primo compito dello UMA consiste nell’avviare le agen-
de, prelevando le informazioni necessarie dal database degli
utenti registrati. Per ogni utente sono definite le seguenti
informazioni:

« il nome dell’utente, che deve essere unico in quanto verra

utilizzato come identificativo;

« il nome dell’agenda di cui I’'utente & proprietario, ovvero

il nome da assegnare allo UPA di quel particolare utente;

« il nome del database di cui I’utente e proprietario;
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Fig. 3. Scambio di messaggi all’avvio delle agende.

« il nome utente e la password che I’agenda in questione
dovra utilizzare per poter accedere al proprio database
personale;

« la categoria a cui I’utente appartiene

Il meccanismo di avvio delle agende coinvolge tutti gli
agenti (tranne il GA, che esiste solo nel momento in cui un
utente effettua un login sulla propria agenda) ed & costituito
dai seguenti passi (figura 3):

1) lo UMA recupera dal proprio database la lista degli
utenti, avvia un MMA e si mette in attesa di un suo
messaggio di conferma;

2) ricevuta una conferma (i nform (alive)) dal
MMA lo UMA avvia tutte le agende (UPA) di cui gli
utenti prelevati dal database sono proprietari e attende
conferma da ognuna;

3) ricevuto un i nform (alive) da parte di un’agenda,
lo UMA invia allo UPA il nome del proprio database
personale ed il nome utente e la password che ne
consentono I’accesso;

Durante il meccanismo di avvio vengono effettuati dei
controlli per impedire che il sistema si trovi in situazioni
anomale. Tali controlli impediscono ad esempio che un’agenda
venga avviata qualora nel sistema non vi sia nessun agente che
offra il servizio di gestione delle riunioni.

Una volta avviate le agende, ogni UPA si pone in uno stato
di attesa per eventuali messaggi provenienti dal MMA o da
un eventuale GA, che puo cercare di contattare un’agenda per
effettuare il login.

V1. GA: AGENTE GESTORE DELLA GUI

Il GA deve essere lanciato dall’utente che vuole effettuare un
login sulla propria agenda. Questo agente avvia un’interfaccia
grafica tramite la quale I’utente puo interagire con il proprio
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Fig. 4. Interfaccia presentata all’utente dal GUI Agent.

UPA, inserendo o madificando degli impegni. | compiti di tale
agente sono:

1) permettere il login su di un UPA, contattando lo UMA al-
lo scopo di identificare I’'utente e I’agenda di cui egli &
proprietario;

2) fornire un servizio di traduzione delle azioni esegui-
te dall’utente in opportuni messaggi da inviare allo
UPA affinché I’azione richiesta venga eseguita;

3) fornire un servizio di traduzione dei messaggi prove-
nienti dallo UPA in opportune azioni dell’interfaccia
che permettano di visualizzare le informazioni contenute
nell’agenda;

In figura 4 & mostrata I’interfaccia che viene presentata
all’utente dopo che é stato effettuato il login.

A. Login/logout di un utente

Una volta avviato, il GA provvede a registrarsi presso il DF e
richiede all’utente di immettere nome e password per effettuare
il login. Inserite queste informazioni vengono effettuati i passi
seguenti (figura 5):

1) il GA contatta il gestore degli utenti, UMA, inviando il
nome utente e chiedendo che gli venga fornito I’indirizzo
dell’agenda di cui I’utente & proprietario

2) lo UMA identifica I'utente ed il suo UPA, cerca tale
agente tra quelli registrati nella piattaforma ed invia il
suo indirizzo al GA, nel caso in cui non esista un’agenda
per I'utente specificato, il gestore degli utenti risponde
con un fai | ur e che termina il protocollo;

3) il GA contatta lo UPA inviando una richiesta di login.
Se Iutente risulta gia loggato I’UPA rifiuta la richiesta,
altrimenti chiede al GA la password di accesso e verifica
I’identita dell’utente confrontando nome e password
con le informazioni memorizzate nel proprio database
personale;

4) se il confronto ha successo il login viene accettato, viene
registrato I’indirizzo del GA che lo ha effettuato il login
e a quest’ultimo viene inviato un messaggio di conferma
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Fig. 5. Messaggi scambiati dagli agenti durante il meccanismo di login di
un utente.

(i nf orm (done)), in caso contrario viene inviato un
messaggio di fallimento (f ai | ur e);

Al termine del meccanismo di login lo UPA conosce I’indirizzo
del GA e si pone in attesa di eventuali richieste provenienti da
questo agente.

Il meccanismo di logout viene invece effettuato senza che
venga coinvolto il gestore degli utenti. In questo caso il
GA invia la richiesta di logout direttamente all” UPA, il quale
deregistra tale agente e si pone in uno stato in cui non possono
essere accettate richieste provenienti dal GA.

B. Interazione con I’agenda

Dopo avere effettuato il login, il sistema permette agli
utenti di inserire, rimuovere e modificare impegni personali
all’interno della propria agenda. Tutte le funzionalita vengono
realizzate inviando dei messaggi di richiesta allo UPA di
proprieta dell’utente.

Le conversazioni tra il GA e I’UPA vengono effettuate uti-
lizzando una versione modificata del protocollo FIPA-Request.
Il protocollo utilizzato prevede un i nf or maggiuntivo la cui
utilita consiste nel poter inviare al destinatario delle informa-
zioni necessarie a portare a termine la richiesta una volta che
questa sia stata accettata.® Il protocollo utilizzato & riportato
in figura 6:

1) il GA invia allo UPA una richiesta in cui viene

specificato il tipo di azione che si vuole venga effettuata;

3Ad esempio una tipica richiesta della GUI verso I’agenda & costituita da
un messaggio r equest che contiene I’azione che si vuole venga eseguita
(es. richiesta di invio degli impegni), mentre tutti i parametri necessari ad
esequirla (es. periodo di tempo di cui si vogliono gli impegni) vengono forniti
nell’i nf or msuccessivo.
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Protocollo FIPA-request con I’aggiunta di un messaggio i nf orm

lo UPA decide se accettare o rifiutare la richiesta ed invia
un messaggio di conferma o di rifiuto al GA;

se la richiesta viene accettata, il GA invia un i nf orm
contenente eventuali parametri necessari a soddisfare la
richiesta;

lo UPA esegue I’operazione richiesta: in caso di suc-
cesso viene inviato al GA un i nf or m contenente il
risultato dell’operazione, in caso contrario viene inviato
un messaggio di fallimento (f ai | ur e) che conclude la
conversazione.

L’interazione con il gestore della GUI da parte dell’agen-
da viene effettuata da un behaviour strutturato come una
macchina a stati finiti costituita dai seguenti stati (figura 7):

1)

2)

3)

4)

5)

stato di accettazione delle richieste: I’agenda accetta
qualsiasi messaggio di richiesta proveniente dal gesto-
re della GUI che ha effettuato il login, ricevuto un
messaggio 1’agenda si porta nello stato successivo;
stato di identificazione della richiesta: il messaggio
ricevuto viene utilizzato per identificare 1’operazione
richiesta; in questo stato I’agenda decide se accettare
0 meno la richiesta ed invia un messaggio di conferma
o di rifiuto al GA;

uno stato di rifiuto in cui I’operazione richiesta non viene
eseguita e la conversazione viene terminata inviando un
refuse al GA;

uno stato per ogni possibile operazione: una volta iden-
tificata ed accettata la richiesta I’agenda si pone in uno
dei possibili stati, in attesa di eventuali parametri da
parte del GA; una volta ricevuto il messaggio i nf orm
contenente tali parametri I’operazione viene portata a
termine;

stato conclusivo: vengono inviati al GA i risultati del-
I’operazione (oppure un messaggio di fallimento se essa

Fig. 7.
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Macchina a stati finiti che implementa I’interazione con la GUI da

parte dell’agenda. Lo stato tratteggiato rappresenta I’esecuzione di ulteriori
possibili richieste.
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Messaggi scambiati durante la richiesta di una nuova riunione da

parte di un utente.

non e andata a buon fine) e si riporta la macchina allo
stato di accettazione;

VIlI. MMA: GESTIONE DELLE RIUNIONI

I MMA ¢é costantemente in attesa di richieste provenienti

dagli
1)

2)

UPA ed ¢ in grado di fornire due servizi:
inviare ad un UPA, qualora ne faccia richiesta, le riunioni

a cui l'utente che ne & proprietario deve partecipare
(perché possano essere mostrate all’utente oppure per
definire gli intervalli in cui egli é libero da impegni);

assumere il ruolo di organizzatore di nuove riunioni, in
seguito ad una richiesta di nuova riunione da parte di un

UPA.
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Fig. 9. Inserimento dei vincoli per una nuova riunione.

Ogni utente puo richiere che venga fissata una riunione (figura
9) e definire dei vincoli temporali sulla sua collocazione.
La richiesta dell’utente viene inviata dal GA allo UPA che
provvede ad attivare il MMA, il quale si assumera I’incarico
di contattare le agende di tutti gli utenti invitati a prendere
parte alla riunione e di elaborare delle possibili soluzioni che
rispettino i vincoli temporali che sono stati imposti. | messaggi
scambiati dagli agenti in questa fase sono riportati in figura 8.
La richiesta di fissare una nuova riunione pud essere rifiutata
dal MMA.* La conversazione tra il GA e lo UPA viene sospesa
non appena lo UPA abbia ricevuto i vincoli definiti dall’utente,
in attesa che il MMA elabori delle possibili soluzioni. Durante
la conversazione con il MMA lo UPA provvede ad aggiungere
altri vincoli (determinati dagli impegni dell’utente che ha
iniziato la richiesta). Spetta invece al MMA il compito di
soddisfare la richiesta. Per fissare una nuova riunione I’utente
deve fornire:

« la descrizione della riunione da pianificare, ovvero I’og-
getto della riunione, il luogo in cui si dovra tenere
e opzionalmente una descrizione degli argomenti da
trattare;

e UNO 0 piu intervalli temporali alternativi entro i quali
vincolare la collocazione della riunione;

o la durata minima ed eventualmente quella massima da
assegnare alla riunione. Nel caso in cui la durata massima
non venga fornita essa verra posta uguale a quella minima
e si cerchera di fissare la riunione esattamente con quella
durata;

« gli utenti invitati a partecipare. Essi possono essere se-
lezionati da una struttura ad albero in cui sono mostrati
tutti gli utenti registrati, organizzati in categorie. Inoltre
I’iniziatore pud marcare alcuni utenti come non neces-

4Attualmente, ad esempio, essa viene rifiutata nel caso in cui essa coinvolga
utenti che sono impegnati a fissare un’altra riunione, poiche il sistema non
& in grado di gestire in modo corretto richieste concorrenti. L’inserimento di
tale funzionalita potra essere valutato in futuro.
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Fig. 10. Protocollo FIPA-Contract-Net

sari, permettendo al sistema di tenere conto di questa
indicazione se cid puo essere di aiuto all’identificazione
di possibili soluzioni.

A questi vincoli si aggiunge quello costituito dalla non so-
vrapposizione con eventuali impegni dell’utente iniziatore. Tali
informazioni vengono inviate al MMA, il quale inizia una
conversazione con le agende degli utenti invitati utilizzando
il protocollo FIPA-Contract-Net (figura 10):

1) il MMA invia allo UPA di ogni utente invitato un cf p
contenente tutte le informazioni circa la riunione che si
vuole fissare;

2) se I'UPA e gia impegnato a fissare un’altra riunione
risponde al MMA con un r ef use allo scopo di evitare il
caso di richieste concorrenti. Altrimenti I’UPA esamina i
propri impegni e costruisce una lista di intervalli in cui il
proprio utente puod essere considerato libero; questa lista
(eventualmente vuota)® viene inviata al MMA tramite
un propose, assieme alle preferenze che I'utente ha
espresso configurando la propria agenda;

3) il MMA esamina le risposte ricevute estraendo una lista
di possibili collocazioni per la riunione;

4) se tale lista & vuota il MMA invia ad ogni UPA contat-
tato un messaggio r ej ect - pr oposal che conlcude
la conversazione; in caso contrario viene inviato un
accept - proposal ;

5) lo UPA invia un i nf or mdi conferma che conclude la
conversazione.

5il MMA & in grado di identificare anche collocazioni temporali in cui non
tutti gli utenti sono disponibili e di valutare la qualita di tali collocazioni
in base alla percentuale di utenti che possono effettivamente partecipare alla
riunione.
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Al passo 3 il MMA analizza le risposte ricevute dalle agende,
da cui estrae delle possibili soluzioni per la richiesta di
riunione. Tali soluzioni sono definite come segue:
Definizione 7.1: Una possibile soluzione per una richiesta
di riunione € un qualsiasi intervallo di tempo che soddisfi tutti
i vincoli temporali definiti dall’iniziatore (compreso quello di
non sovrapposizione con gli impegni di tale utente).®
Nelle prossime sezioni verra illustrato il modo in cui
I’MMA identifica le possibili e soluzioni e ne valuta la qualita.

A. Funzioni obiettivo e valutazione

Prima di identificare le possibili soluzioni il gestore delle
riunioni esamina le risposte delle agende invitate e costruisce
le funzioni obiettivo che permetteranno di valutare la qualita
degli intervalli individuati. Tali funzioni vengono utilizzate
anche per la selezione di un sottoinsieme delle possibili
soluzioni, allo scopo di limitarne il numero (che altrimenti
potrebbe essere infinito) ed evitare di considerare soluzioni di
scarsa rilevanza.

Per ogni utente 4 invitato alla riunione vengono costruite,
sulla base della risposta ricevuta dal suo UPA, due funzio-
ni, che chiamiamo disponibilitd (d;(¢)) e preferenza (p;(t))
dell’utente i-esimo, dove ¢ rappresenta il tempo.

Definizione 7.2: La funzione di disponibilita d;(¢) dell’:-
esimo utente assume i seguenti valori

di(t) = 1 wutente non impegnato al tempo t
ilt) = 0 utente impegnato al tempo t

La funzione di preferenza p;(¢) viene costruita a partire dalle

preferenze espresse dall’i-esimo utente su di una settimana ti-

po. Esse vengono tradotte in un insieme di valori di preferenza,

ovvero valori discreti all’interno di un range predefinito.

Definizione 7.3: La funzione di preferenza p;(t) assume il
valore di preferenza espresso dall’utente i-esimo per il giorno
della settimana e I’ora in cui ricade I’istante ¢.

A partire dalle funzioni di disponibilita e preferenza degli
utenti invitati alla riunione, vengono costruite due funzioni
obiettivo: la disponibilitd media d(t) e la preferenza media
p(t) dei partecipanti alla riunione. La disponibilita media d(t)
degli utenti invitati & definita nel seguente modo:

a0 = - i) ®
i=1
mentre p(t) & definita come:
p(t) = % > pilt) )
=1

dove n rappresenta il numero di utenti invitati a partecipare
alla riunione.

Le possibili soluzioni identificate per soddisfare la richiesta
di riunione, costituite da intervalli temporali per la sua collo-
cazione, vengono valutate in base alle funzioni obiettivo che

8Sovrapposizioni con impegni di altri utenti sono in generale permesse,
tuttavia verranno in seguito esaminate ed utilizzate allo scopo di valutare la
qualita degli intervalli individuati.
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1.Tutti i partecipanti

Fallimento

2.Partecipanti
necessari

Fallimento

3. No impegni
personali

Fallimento

Successo Selezione

4. Scelta soluzione

Annullamento

7. Fallimento

Fig. 11.  Macchina a stati finiti per I’identificazione degli intervalli da
esaminare per la ricerca delle soluzioni rilevanti.

Successo

sono state definite. Ad ogni soluzione vengono associati due
indici « e 3 ottenuti integrando le funzioni obiettivo all’interno
dell’intervallo da valutare. In particolare, data una soluzione
w = [to,tl], si ha

1 h

o /t d(t)ot 3)
1 h

b= g |t @

dove la normalizzazione viene effettuata per rendere
confrontabili intervalli di diversa durata.

Le soluzioni individuate vengono quindi ordinate sulla
base degli indici o e 3 e della loro durata. Il criterio di
ordinamento tra due intervalli wy = [to, 1] € wa = [t2, 3] €

il seguente:

a; > ag VvV
Q] = ag A\ > \Y

(,dl—<(U2 1 2 /81 52 (5)
oy =0 AB1 =02 ANDy > Dy V

ay =0 AB1 =P AND1 =Dy Ntg <ty

dove con D, e D5 sono state indicate rispettivamente la durata
dell’intervallo w; e quella di ws. Si procede confrontando
ordinatamente «, 3 ed infine la durata delle soluzioni in esame.
Nel caso in cui questi parametri risultino tutti coincidenti si
rispetta I’ordinamento temporale definito dall’istante iniziale
di ogni soluzione.

B. Individuazione delle possibili soluzioni

Le soluzioni, ovvero gli intervalli in grado di soddisfare alla
richiesta, vengono individuate tramite una macchina a stati
finiti (riportata in figura 11) che attualmente & costituita da tre
fasi di ricerca di soluzioni:

1Se gli indici « e 8 non venissero normalizzati rispetto alla durata di w,
intervalli molto lunghi ma di scarsa qualita rispetto alle funzioni obiettivo
potrebbero essere privilegiati rispetto a intervalli piu brevi ma migliori dal
punto di vista delle funzioni di disponibilita e preferenza.
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1) si tengono in considerazione gli impegni di tutti gli
utenti invitati: viene costruita una lista costituita dagli
intervalli temporali in cui tutti gli utenti invitati risultano
liberi da impegni;

2) in caso di fallimento si passa a considerare solo gli
impegni di tutti gli utenti invitati come partecipanti
necessari: viene costruita una lista costituita da intervalli
temporali in cui tutti gli invitati necessari risultano liberi
da impegni;

3) se anche lo stadio 2 si conclude con un fallimento
si cerca una soluzione considerando solo gli impegni
dell’iniziatore e le riunioni che coinvolgono i parteci-
panti necessari: viene costruita una lista costituita dagli
intervalli temporali in cui I’iniziatore risulta libero da
qualsiasi impegno e gli invitati necessari risultano liberi
da altre riunioni in cui la loro presenza sia necessaria.

4) nel caso in cui non si riesca a definire alcun possi-
bile intervallo in cui pianificare la riunione, il proce-
dimento termina avvertendo del fallimento I’iniziatore,
il quale potra eventualmente modificare la richiesta
ridefinendone i vincoli temporali.

Nel caso in cui tutte le fasi falliscano la macchina termina
in uno stato di fallimento e la richiesta non viene soddisfatta.
In caso contrario, la lista L degli intervalli che sono stati
individuati e le funzioni obiettivo d(t) e p(t) vengono utilizzati
per costruire un insieme di istanti rilevanti da utilizzare per
identificare le possibili soluzioni.

Definizione 7.4: Chiamiamo T [I’insieme degli
rilevanti. Un istante ¢, & rilevante se

« 15 coincide con I’istante iniziale o finale di uno degli

intervalli contenuti in L,
« t; coincide con un punto di salto di almeno una delle
funzioni obiettivo d(t) e p(t).’

La lista di intervalli L e I’insieme 7" degli istanti rilevanti,
vengono analizzati dall’Algoritmo di Identificazione delle So-
luzioni Rilevanti (figura 12) allo scopo di estrarne un insieme
di possibili soluzioni. Tale algoritmo rappresenta un elemento
di novita rispetto alle soluzioni proposte in [2], [3], [5],
[6]. Anziché discretizzare il tempo in intervalli predefiniti
I’algoritmo individua degli intervalli che sono rilevanti al fine
di ottimizzare la collocazione di una riunione rispetto alle
funzioni obiettivo. Vengono considerati tutti e soli gli intervalli
temporali che sono candidati a rappresentare dei massimi
locali per gli indici o e 5. Questo permette di ottenere un
numero finito di possibili soluzioni con il vantaggio di una
maggiore flessibilita.

istanti

Esempio: Nella situazione riportata in figura 13 si ha un
intervallo da analizzare e tre istanti temporali rilevanti ¢q, ¢; e
to, di cui tg e to rappresentano I’istante iniziale e finale dell’in-
tervallo da analizzare, mentre ¢; rappresenta un punto di salto
di una delle funzioni obiettivo. L’algorimo di individuazione
delle soluzioni inizia individuando una soluzione di lunghezza
minima posizionata a partire dall’istante ¢y. Successivamente

"Tali funzioni sono discontinue a tratti per costruzione
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Algoritmo di ldentificazione delle Soluzioni Rilevanti

input: un insieme L di intervalli da esaminare, la durata minima e
e massima doin € dmaq, Un insieme di istanti rilevanti T

output: Un insieme R di soluzioni.

1. R—©

2. foreach I € L do

3. w = [Ista'r't» Istart + dmzn]
4. while weng < Ieng do
5. R=R+4w
6. if (Wend - wsta'rt) < dmaz then
7. Wend = Min {nemt(T7 wend)7 (wstart + dmaz)}
8. else
9. if (next(T,wend) — Wend) <
(next(T, U-Jstart) - wsta'rt) then
10. Wstart — TLel‘t(Ty wend) - dmaw
11. else
12. Wstart = ’ﬂ@.’Et(T, wstart)
13. Wend = Wstart + dmin
14. return R
Fig. 12.  Algoritmo per I'identifi cazione delle soluzioni. | pedici

start e end indicano rispettivamente I'istante iniziale e fi nae di
un intervallo. La funzione next(T,t) restituisce il primo istante
temporale successivo a ¢ tra quelli contenuti in 7.

Una funzione obiettivo

Isanti ¢ t t
| Mlevanti ! ita it : Tempo
| ! L ! o
i | Finestré da esaminare i
! L !
o : :
‘g: ! Durata minima
3] -
>
3| Durata massima
%3
5! RN
3 P
Fig. 13. Esempio di individuazione delle soluzioni rilevanti all’interno di

uno dei possibili intervalli da esaminare. La soluzione indicata dalla freccia
¢ quella individuata al passo 10 dell’algoritmo.

I’algoritmo espande la durata, individuando una soluzione che
inizia in to e termina in ¢;. Cercando nuovamente di espandere
la durata della soluzione non e possibile individuare altri istanti
rilevanti che precedano ts, il quale rappresenta I’istante finale
della soluzione a durata massima con inizio in ty. Dopo aver
memorizzato la soluzione compresa tra to e t3 si procede
cercando di spostare I’istante iniziale. Esso viene posizionato
in ¢1, e I’algoritmo riparte considerando la soluzione di durata
minima e cercando di espanderla sino alla durata massima.
Infine I’istante iniziale viene posizionato in ¢4, calcolato in
modo da poter espandere la durata della soluzione sino al
massimo valore possibile restando nei limiti imposti dall’in-
tervallo analizzato (la soluzione a durata massima con istante
iniziale in ¢4 termina in t,, ultimo istante utile nell’intervallo
a cui ci si & vincolati). Tutte le soluzioni individuate vengono

valutate, ordinate e comunicate all’agente GA dell’iniziatore,
che le presenta all’utente (figura 14) il quale ne pud selezionare
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880
! Definizione  Soluzioni |
Selezione di una soluzione
Giorna Dalle Alle Preferenza
ven 16-09-2005 17:30 19:30 Discreta
gio 22-09-2005 17:30 19:30 Discreta
ven 23-09-2005 17:30 19:30 Discreta
lun 12-09-2005 18:00 20:00 Discreta
mer 14-09-2005 12:30 14:30 Discreta
gio 15-09-2005 18:00 20:00 Discreta
ven 16-09-2005 18:00 20:00 Discreta
lun 19-09-2005 18:00 20:00 Discreta 3
mer 21-09-2005 12:30 1430 Discreta z
Disponibili Non disponibili

Bitta
Fanti
Rossi
Verdi
Blu

Infarmazioni Aggiuntive

Trovate soluzioni comuni. Tutti gli utenti invitati sono disponibili.
Criterio principale di ordinamento: preferenze degli utenti.

(Conferma ) ( Annulla )

Fig. 14. Possibili soluzioni presentate all’utente iniziatore.

una da assegnare definitivamente alla nuova riunione. Tale
scelta potra essere effettuata esaminando le caratteristiche
di ciascuna soluzione (qualita stimata, massimo numero di
utenti non disponibili, identitd di tali utenti e percentuale
di utenti disponibili in media). L’intervallo selezionato sara
quindi assegnato alla riunione che potra essere notificata agli
utenti invitati e memorizzata nel database.®

VI1Il. CONCLUSIONI E SVILUPPI FUTURI

In questo articolo abbiamo descritto MAgentA, un sistema
multi agente che offre un servizio di gestione degli impegni
degli utenti con la possibilita di pianificare nuove riunioni in
modo semiautomatico. Ogni utente pud inserire e modificare
a piacimento i propri impegni personali ed inviare al sistema
richieste per pianificare nuove riunioni. Tali richieste sono
gestite trovando collocazioni temporali per una riunione che
soddisfino le disponibilita degli utenti invitati, o almeno di
un loro sottoinsieme, secondo alcuni criteri che cercano di
minimizzare i conflitti con altri impegni e riunioni, oltre
che di massimizzare il soddisfacimento delle preferenze dei
partecipanti. La bonta delle soluzioni ottenute viene stimata in
base al numero effettivo di utenti disponibili in ogni possibile
soluzione ed alle preferenze espresse dagli utenti.

Il sistema MAgentA presenta alcuni aspetti che lo diffe-
renziano dai lavori preesistenti sulla stessa tematica (come ad
esempio [2], [3], [5], [6]). In particolare:

1) MAgentA utilizza lo standard FIPA [8] per la comu-
nicazione tra gli agenti: le conversazioni sono state
realizzate utilizzando messaggi conformi allo standard
FIPA-ACL [11], mentre per I’identificazione di possibili

8Gli utenti che si trovano “on line” in quel momento riceveranno un
messaggio di notifica che potranno confermare o rifiutare. In ogni caso la
riunione verra memorizzata, ma in caso di rifiuto I’iniziatore verra avvertito
dell’assenza dell’utente. Gli utenti “off line” accettano per default tutte le
notifiche.
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intervalli in cui posizionare una riunione e stato uti-
lizzato il protocollo FIPA-Contract-Net; questo rende il
sistema aperto all’integrazione con piattaforme conformi
allo standard;

2) nella pianificazione di una riunione il tempo non viene
discretizzato in intervalli fissi e noti a priori, ma sud-
diviso in intervalli dipendenti dall’andamento di fun-
zioni obiettivo costruite per soddisfare una particolare
richiesta;

3) le possibili collocazioni temporali di una riunione ven-
gono identificate da un algoritmo guidato da funzioni
obiettivo, capace di considerare soluzioni di diversa
durata e di scartare le possibilita di scarsa rilevanza.

Il sistema & stato valutato sperimentalmente costruendo un
database di agende e posizionando gli impegni di ciascuna
in modo tale da verificare il comportamento del software in
diverse situazioni. | risultati ottenuti in questa analisi speri-
mentale preliminare hanno mostrato la capacita di MAgentA di
pianificare riunioni in modo efficiente rispetto alle possibilita
degli utenti ed alle loro preferenze. In futuro si prevede di
effettuare una fase di sperimentazione pit approfondita che
permetta di verificare il comportamento, le prestazioni ed i
limiti del sistema proposto all’interno di un contesto realistico.

Alcuni possibili sviluppi futuri del sistema sono: il raf-
finamento dei vincoli (es. controllo sul numero legale di
partecipanti prima di memorizzare la riunione); la possibilita
di esprimere vincoli di ordinamento rispetto ad altre riunioni;
la gestione di richieste concorrenti e di spostamento di riu-
nione; lo sviluppo di un’interfaccia WEB; I’integrazione con
tecnologie standard per la gestione di calendari.
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Improving Aglets with Strong Agent Mobility
through the IBM JikesRVM
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Abstract — Agents are problem-solving entities that, thanks to
characteristics such as autonomy, reactivity, proactivity and
sociality, together with mobility, can be used to develop complex
and distributed systems. In particular, mobility enables agents to
migrate among several hosts, becoming active entities of
networks. Java is today one of the most exploited languages to
build mobile agent systems, thanks to its object-oriented support,
portability and network facilities. Nevertheless, Java does not
support strong mobility, i.e., the mobility of threads along with
their execution state; thus developers cannot develop agents as
real mobile entities. This paper reports our approach for Java
thread strong migration, based on the IBM Jikes Research
Virtual Machine, presenting our results and proposing an
enrichment of the Aglets mobile agent platform in order to
exploit strong agent mobility.

Index Terms —
mobility.

Mobile Agents, JikesRVM, Aglets, strong

I. INTRODUCTION

A GENTS are autonomous, proactive, active and social
entities able to perform their task without requiring a
continue user interaction [23]; thanks to the above features,
the agent-oriented paradigm is emerging as a feasible
approach to the development of today’s complex software
systems [18]. Moreover agents can be mobile, which means
they can migrate among different sites/hosts during their
execution.

Mobility is an interesting feature for agents, since they are
able to move among networks to find out data and
information, to perform load balancing activities, and so on.
The exploiting of mobile agents can simplify different issues
in the design and implementation of applications and enables
developers to quickly build distributed and parallel systems.

Mobile agent execution is hosted by a special software
layer, called Mobile Agent Platform (MAP) that enables also
the agent migration and allows security checks over agents. In
order to enable agents to migrate among different platforms
and, thus, architectures, portable technologies and languages
must be adopted to develop MAPs and the corresponding
agents. Thanks to its portability and network facilities, Java is
today the most exploited language to develop mobile agents,
and in fact several Java-based MAPs exist [17, 3, 28].

With regard to mobility, we distinguish [34] strong

mobility, which enables the migration of code, data and
execution state of execution units (for instance, threads), from
weak mobility, which migrates only code and data [14]. Some
distributed operating systems [32] go even further and make it
possible for entire processes to be migrated with also their
kernel mediated state, comprising 1/O descriptor, alarm timers
and others. This extremely transparent migration is known as
full migration [16]. Unfortunately, current standard Java
Virtual Machines (JVMs) do not support thread migration
natively, and thus a Mobile Agent Platform running on top of
them cannot provide strong mobility of agents. Moreover, the
Java language itself [15] does not support constructs or
mechanisms for thread serialization and migration: that is,
there is no way, using the standard Java language and JVMs,
to enable agents to exploit strong mobility. Even if this does
not represent a problem for many applications based on
mobile agents, such as those of automated booking [13], it
does not allow using the agent paradigm to develop more
complex and distributed systems, such as those for load
balancing [25].

To overcome this limitation, this paper proposes an
approach to support strong thread migration for Java MAPs,
based on the IBM JikesRVM [5], which is a Java virtual
machine with very interesting features. Our approach
significantly differs from other proposals, since it requires
neither any modification to the JVM, nor it exploits any pre-
processing, but it simply defines an appropriate Java library.

The paper is organized as follows: section Il presents the
state of the art, explaining the existing approaches and
pointing out their limitations. Section Il introduces the
features of JikesRVM and explains how they can be exploited
to build a library for supporting strong mobility. Section 1V
presents the Aglets platform and shows how strong mobility
can be designed and implemented in such a platform by using
our mobility library. Finally, Section V reports our first
performance measures and Section VI concludes the paper.

Il. STATE OF THE ART

The approach presented in this paper aims at implementing
strong thread migration in Java, which is not a new idea.
Several approaches have been proposed so far and they can
be, typically, split into two categories, depending on the fact
that they require to modify the JVM (JVM-level approach) to
support an advanced thread management or exploit some kind
of bytecode instrumentation (Application-level approach) to
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track the state of each thread.

Approaches that modify the JVM (such as Sumatra [2], ITS
[10], Merpati [29], Jessica2 [33] and JavaThread [9]) often
introduce the problem of the management of the virtual
machine itself. First of all, it is worth noting that they are
applied to JVM that are at least one (or even more) version
older than the SUN production one. Second, the adoption of a
modified JVM can introduce problems of trust and security
bugs. Third, virtual machines are usually written in a language
different from Java (e.g., C++), thus suffering from portability
problems.

Instead, approaches that exploit bytecode manipulation (e.g.
JavaGoX [26] or Brakes [30]) or Java source code
manipulation [16], even if based on a pure Java technique
(and thus really portable), do not provide a full thread
management and suffer from problems related to
performances. In fact, the idea of these approaches is to
transparently place a few control instructions, similar to
recovery-points, which allow a thread to deactivate itself once
it has reached one of them. Recovery-points are quite similar
to entry points used in most Java MAPs (i.e., methods that are
executed when an agent is reactivated at the destination host),
even if the former ones enable a finer grain control than entry
points. Un23ily, a thread cannot deactivate (or reactivate)
itself outside of these recovery-points, which are also not
customizable, thus a thread cannot really suspend itself in an
arbitrary point of the computation. Moreover, the use of
bytecode manipulation produces low performances, thus these
techniques are not appropriate for those applications where
speed represents a strong requirement.

In general, all existing strongly mobile systems have to deal
with the problem of locating object references when they want
to migrate a thread with all its set of stack-referenced objects:
they force the use of some “type inference” mechanism [9,
33], either at execution or at compilation time, thus
introducing a significant performance overhead in threads
execution. In order to tackle the drawbacks of strong mobility
while saving its clarity and power, some interesting algorithms
have been proposed [8] that translate transparently the
apparently “strongly mobile code” into a “weakly mobile”
form, with the above mentioned benefits of weak mobility.
Starting from the above considerations, we have decided to
design and implement a thread migration system able to
overcome all the problems of the above-explained approaches.
In particular, it is written entirely in Java, thus portable as
much as possible and it grants high performances even
without modifying the JVM. In fact, every single component
of the migration system has been designed and developed to
be used as a normal Java library, without requiring rebuilding,
changing or patching the virtual machine, in specific, the IBM
JikesRVM. Programmers and users do not have to download a
modified, untrustworthy, version of JikesRVM, but can import
the implemented mobility package into their code and execute
it on their own copy of JikesRVM. Therefore, our JikesRVM-
based approach can be classified as a midway approach
between the above-mentioned JVM-level and Application-
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level approaches.

Il. FROM WEAK TO STRONG MOBILITY: A JIKESRVM-BASED
APPROACH

A Mobile Agent Platform realizes an environment for the
execution of agents, featured with a bent for mobility. The
support for mobility is often one of the first design choices
when implementing such a platform, since it has a great
impact on the remainder of the design.

A. Weak vs. Strong Mobility

Current  execution environments for programming
languages (e.g., the Java Virtual Machine [22] and the
Common Language Runtime, embedded into Microsoft .NET
Framework [1]) are usually not suited or not capable of
providing the required level of mobility to the execution units
(i.e. the threads) that they host. They all lack an explicit
support for the mobility of their execution units and, in order
to overcome this lack, MAP designers must choice between
two directions [14]:

e Adopting one of the techniques explained in the
previous section so that threads can suspend their
execution locally and resume elsewhere
transparently (strong mobility).

e Introducing a further abstraction level above the
thread concept: the weak mobile agent, which is
explicitly thought as a serializable representation
of an execution unit.

From the complexity point of view, weak mobility is quite
simple to implement using well-established techniques like
network class loading or object serialization [27]. However,
weak mobility systems, by definition, discard the execution
state across migration and hence, if the application requires
the ability to retain the thread of control, extra programming is
required in order to manually save the execution state. The
transparency of the migration offered by strong mobility
systems has instead a twofold advantage: it reduces the
migration programming effort to the invocation of a single
operation (e.g. a migrate() method), and requires a size of
the migrated code smaller because it does not add artificial
code.

Despite these advantages, most of the mobile agent systems
support only weak mobility and the reason lies mainly in the
complexity issues of strong mobility and in the insufficient
support of existing JVMs to deal with the execution state. It is
a common idea that strong mobility should be convenient only
in load balancing contexts or when thread persistence is
needed to build fault-tolerant applications [9].

Recently, an innovative project is drawing researcher’s
attention to the benefits that a virtual machine written in the
Java language can offer. The main features of this open-source
project, called JikesRVM [5], are outlined in the following
subsection: for the sake of brevity, we will focus on those
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aspects that make JikesRVM an ideal execution environment
for strongly mobile agents, overcoming the drawbacks and the
limitations of many existing solutions.

B. The Jikes Research Virtual Machine

JikesRVM began life in 1997 at IBM T. J. Watson Research
Center as a project with two main design goals: supporting
high performance Java servers and providing a flexible
research platform “where novel VM ideas can be explored,
tested and evaluated” [4]. JikesRVM is almost totally written
in the Java language, but with great care to achieving
maximum performance and scalability exploiting as much as
possible the target architecture’s peculiarities. The all-in-Java
philosophy of this VM makes very easy for researchers to
manipulate or extend its functionalities. Further, JikesRVM
source code can be built, with a prior custom compilation,
both on 1A32 and on PPC platforms [19], but the bulk of the
runtime is made up of Java objects portable across different
architectures.

The first step toward the development of our MAP based on
JikesRVM has been the implementation of the strong Java
thread mobility. Threads embody concurrent flows of
execution within an instance of the JVM and are represented
by the Java.lang.Thread object [22], used by the Java
programmers disregarding any knowledge of their underlying
physical implementation. In JikesRVM, threads are full-
fledged Java objects and are designed explicitly to be as
lightweight as possible [4]. Many server applications need to
create new threads for each incoming request and a Mobile
Agent Platform has similar requirements since thousands of
agents may request to execute within it. While some JVMs
adopted the so-called native-thread model (i.e. the threads are
scheduled by the operating system that is hosting the virtual
machine), JikesRVM designers chose the green-thread model
[24]: Java threads are hosted by the same operating-system
thread, implemented by a so-called virtual processor, through
an object of class VM_Processor [6]. Each virtual
processor manages the scheduling of its virtual threads (i.e.,
Java threads), represented by objects of the class
VM_Thread. The scheduling of virtual threads was defined
quasi-preemptive, since it is driven by the JikesRVM
compiler. What happens is that the compiler introduces,
within each compiled method body, special code (yield points)
that causes the thread to request its virtual processor if it can
continue the execution or not. If the virtual processor grants
the execution, the virtual thread continues until a new yield
point is reached, otherwise it suspends itself so that the virtual
processor can execute another virtual thread.

The choice of using virtual processors not only allows
JikesRVM to reduce the number of threads the operating
system is in charge of, but also allows it to perform an
efficient and well-controlled thread-switch. As a consequence,
this allows elegantly addressing the problem of precisely
locating object references when a garbage collection occurs.
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JikesRVM uses type-accurate collectors [31] that build the so-
called reference maps automatically at compile-time, unlike
conservative collectors, which attempt somehow to infer
whether a stack word is a reference or not. These reference
maps are periodical snapshots of the situation of references in
each method frame.

The tracks of object references used to speed up the
JikesRVM type-accurate garbage collectors can be exploited
by MAP designers to collect stack-referenced objects for
strong thread migration. This eliminates the need for “type
inference” mechanisms required by existing strongly mobile
systems.

In general, many JVMs do not permit the programmer to
access the execution state (i.e. the stack and the context
registers), in order to enforce the security model of the Java
language. As a consequence, they do not allow strong
mobility. Instead, JikesRVM provides, once again, a built-in
facility to extract correctly the execution state of a suspended
thread. This facility is an efficient implementation of the On-
Stack Replacement (OSR) technique, originally developed for
the Self language [35]. It enables a method to be automatically
replaced by the system while it is executing. In particular, the
system replaces the runtime stack activation frame of the
method with that of the new version, and continues execution
at the same point within the new version. JikesRVM exploits
the OSR mechanism [12] in order to enable the dynamic
optimization of methods. The Adaptive Optimization System
(AOS) [7] samples the execution of programs to identify
frequently executed (i.e. “hot”) methods and, when their
optimization is predicted to be beneficial, the system compiles
the method with JikesRVM optimizing compiler [11]. The old
less-optimal frame is discarded and a new optimized frame is
placed, initialized with the current state of the method (i.e. the
value of the local variables and stack operands, together with
the current bytecode index).

This mechanism has been successfully exploited to quickly
get a complete and portable representation of the serialized
call stack. The structure of the OSR scope descriptor [12]
inspired the idea of the MobileFrame: an object
representing the current state of the method execution in a
format that should be understandable by any JVM since it
refers purely to bytecode-level entities (bytecode program
counter, locals and stack operands). Our mechanism applies
the capturing to all user frames in the stack of the serialized
thread and, on the one hand, offers the advantage of the
portability of the frames and, on the other hand, exploits a
fully integrated component of the JVM. The latter aspect is
crucial from both the reliability and the performance point of
view, since no unsafe manipulations are carried out on the
JVM code to force the externalization of the execution state of
the thread.

The presented features of JikesRVM allow the addition of
strong thread migration, without modifying the virtual
machine, but simply extending it. The entire system is
available as a library comprised in a Java package that can be
imported as usual into the application code. This means that
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the implemented JikesSRVM extension does not affect the
performance of other applications, since no permanent
modifications have been made to the VM itself.

IV. STRONG MOBILITY IN AGLETS

A. Overview Of The Aglets Workbench

The Aglets Workbench [3] is a project originally developed
by the IBM Tokyo Research Laboratory with the aim of
producing a platform for the development of mobile agent
based applications by means of a 100% Java library. The
Aglets Workbench provides developer with applet-like APIs
[20], thus creating a mobile agent (called Aglet) is a quite
straightforward task. It suffices to inherit from the base class
Aglet and to override some methods transparently invoked by
the platform during the agent life. Weak mobility is provided
through the Java serialization mechanism, and a specific agent
transfer protocol (ATP) has been built on top of such
mechanism [21]. Each Aglet can exploit the special method
dispatch(. .) to move to another host; such method is the
equivalent of the generic migrate(..) previously
mentioned.

As many other Java MAPs, Aglets exploits weak mobility,
that means, from a programming point of view, that each time
an agent is resumed at a destination machine, its execution
restarts from a defined entry point, that is the run() method
call. Due to this, dealing with migrations is not always trivial,
and developers have to adopt different techniques to handle
the fact an agent will execute several times the same code but
on different machines. Even if the Aglets library provides a
set of classes that helps dealing with migrations, the code will
appear like the one shown in the simple example of Figure 1.
There, in case of a single migration, the migrated flag is used
to select a code branch for the execution either on the source
or destination machine.

public class MyAgent extends Aglet{
protected boolean migrated = false;
// indicates if the agent has moved yet
public void run(){
if( ! migrated ){
// things to do before the migration
// ..
migrated = true;
try{
dispatch(new URL(*“‘atp://nexthost.unimore.it”);
}catch(Exception e){ migrated = false; }

else{
// things to do on the destination host
// ..
}
}
}

Figure 1. An example of Aglet with a single migration.

The code of Figure 1 is just a simple example, but similar
agents can be written for other agent platforms. The point here
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is that with weak mobility, which is the one provided by the
Java language and the most existing MAPs, it is as the code
routinely performs rollbacks. In fact, looking at the code in
Figure 1, it is clear how, after a successful dispatch(..)
method call that causes the agent migration, the code does not
continue its execution in the run() method from that point.
Instead, the code restarts from the beginning of the run()
method (on the destination machine, of course), and thus there
is a code rollback. The fact that an agent restarts its execution
always from a defined entry point, could produce awkward
solutions, forcing the developer to use flags and other
indicators to take care of the host the agent is currently
running on.

B. Designing Strong Mobility

In Section I11.B we have presented the innovative features
of JikesRVM that can be exploited to strongly migrate
threads. Now we apply these features to the Aglets to realize
the idea of an Aglet as a strong migrable thread. Instead of
using one of the pre-created threads to execute methods of the
aglets, JikesRVM makes feasible to have a single independent
thread for each aglet. As already mentioned, this is possible
because of the lightweight implementation of Java threads in
that JVM, being targeted to server architectures, where
scalability and performance are key requirements. Further,
having a separate thread for each aglet ensures a high level of
isolation between agents: consider, for example, the case
where an agent wants to sleep for some time, without being
deactivated (i.e. serialized on the hard disk). Using the
classical sleep() method on the java.lang.Thread
object will produce strange effects on the current Aglets
implementation platform (such as locking the message passing
mechanism). These shortcomings are due to the
aforementioned thread sharing among multiple agents through
the pool of threads. Instead, potentially dangerous actions by
malicious (or bugged) aglets do not affect the stability of our
platform, allowing possibly a clean removal of the dangerous
agent without the need of a MAP reboot.

Message handling or events are implemented using the
quasi pre-emptive JikesRVM scheduler, described earlier.
Yield points are used to let the running aglet/thread extract
messages from its message queue and handle them. Thus, for
example, the aglet can process a dispatch message even in the
middle of its execution (i.e. while the run() method is still in
the stack) and strongly migrate to the destination site, where it
will resume transparently restarting from the last execution
point. The programmer gets rid of the burden of saving
intermediate results into serializable fields and of structuring
its code with entry points (such as methods) from which the
agent execution is restarted each time it arrives at a new host,
as mentioned above.

The conceptual model of our prototype was thought as
intuitive and understandable as possible in this development
stage: we took inspiration from the fantastic world of space
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travels through black holes. According to this model, a mobile
agent (i.e. "the traveller") invokes the services offered by (i.e.
"gets himself absorbed by") a black hole on one host (i.e.
"planet”) to move through the network (i.e. "the space") and
arrives at the destination host (i.e. "another planet on a distant
universe"), being extracted from the other side of the black
hole.

C. Implementing Strong Mobility

After having tested the mobility library building a simple
prototypal framework whose classes manage the departure
and arrival of the mobile threads, we now in our research are
integrating the mobility support in the Aglets framework to
have a full-fledged MAP endowed with strong mobility.

The implementation of the black hole model is based on
JikesRVM and embedded into the Aglets runtime to make
available the migration services to agents. In Figure 2, our
system is described using the classical notation of queuing
networks. The software components added by our approach
are highlighted with boxes and it can be clearly seen how
these parts are dynamically integrated into JikesRVM
scheduler, when the programmer opens a black hole to enable
migration services: no JVM manipulations are performed,
therefore a non invasive extension is carried out.

Agents are classified into three main categories:

1. Incoming agents, coming from the outside world and
requesting execution on the current host. They are
read from a network socket and re-established in the
local execution context, to be scheduled there.

2. Outgoing agents, which are leaving the scheduler
queues to be transferred on another machine. They
invoked a dispatch() method and got queued into the
hole’s migration queue.

3. Stationary agents, not interested or affected by the
migration facilities of our mechanism.

Input-from-network interface

Re-scheduled agent

InComingHole

Incoming agents listening on port X

Ready JikesRVM
queue scheduler

e 0

queues

g

Incoming agents

"L T—@f

|
i
i
i
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i
i
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OutGoingHole
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=
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Migrating agents
leaving this JVM

Output-to-network
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Figure 2. The queuing network model of the mobility framework

The black hole provides two kinds of services: a sending
service, for agents exiting the local JVM, and a receiving

Other JikesRVM

(1/0 wait, sleep, ..)
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service, for incoming execution requests. The former service
is implemented by a server thread created with BlackHole
instantiation, started when the BlackHole gets opened. This
thread, instance of the OutGoingHole class, tests a
migration queue in an endless loop, until the application
closes its parent BlackHole, and analyzes every extracted
mobile agent: its execution state is retrieved using OSR built-
in state capturing and the thread object, together with the
chain of all the stack frames, are written into the socket
established with another peer host. In more details, the
JikesRVM thread/agent is suspended before the state
capturing can occur and the stack is walked back from the last
pushed frame to the first one (i.e. the run() method). At
every step, the corresponding physical frame is analyzed
invoking the OSR extraction service and the OSR descriptor is
produced; but this intermediate form is not yet fully portable,
mainly because it has been conceived only to refer to
structures that are supposed to stay in the local memory: in
particular, we are talking about the compiled methods in
method area and the corresponding program counters (the so
called return address of each frame) in the machine code
body. So, the next essential stage performed by our
mechanism is to retrieve a return address as much portable as
possible: the bytecode index corresponding to the machine
code index of the method. The mapping between the two
indexes is, once again, granted by JikesRVM compilers and
can be calculated in very little times. Local variable and stack
operands are converted also into portable objects and stored
into the MobileFrame for each method in the stack, as
shown in Figure 3.

It must be pointed out that this representation of the
serialized thread is a very general one, as it uses only bytecode
level entities (e.g. bytecode indexes as program counters, local
variables and stack operands and so on) and this grants high
portability of the state. Dataspace objects are packed into the
mobile frames (or in the thread object) and serialized as well.
When all the necessary frames are successfully captured, the
system can send them all to the destination host.

MobileFrame for Method A

. Bytecode index
Method signature (full name, descriptor)
Array of local variables
Array of stack operands

v Local variable

Stack operand v kind = LOCAL
num =0
tcode = FLOAT
value = 3.1456

kind = STACK
num =0
tcode = REF
value = <unused>
ref = obj1_reference

Figure 3. A MobileFrame object
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To let external mobile agents enter a local environment, a
group of InComingHole threads are created and started at
BlackHole opening time. Each InComingHole opens a
server socket bound to a specified TCP port and waits, in an
endless loop, for incoming connection requests. When a
connection is accepted and established, the InComingHole
reads all the information about the state of the agent and,
when finished reading, resumes the agent in the local instance
of JikesRVM. At the arrival the aglet rebuilding is performed
following some essential steps:

1. the aglet object is read from the network stream into
the memory;

2. a new thread is created for this aglet or an existing
one acquired from the pool, if available;

3. this agent is notified the arrival event and its
execution is temporarily frozen;

4. the physical frames, produced by the
Mobi leFrame objects, are injected on the fly into
its stack;

5. the execution of the thread/aglet is transparently
resumed.

The injection task is performed by a frame installer
component, which adds each frame to a newly allocated stack,
adjusting thread context registers and frame pointers. Frames
are constructed in compliance with the baseline layout of the
target platform. We have currently implemented a working
frame installer for the 1A32 architecture, but we are planning
to complete the system with the PPC frame installer.

The migrated aglet will be, by default, destroyed in the
source JVM and its associated thread added back to the thread
pool, for a possible future reuse. Nevertheless, the dispose
message can be explicitly intercepted by the programmer so
that the aglet can continue executing, thus realizing a form of
“agent cloning”.

Referring to the code example of Figure 1, the adoption of
strong thread mobility overtakes the mentioned drawback,
since the code restarts at the destination machine from the
same point it stopped at the source one. Thus the code shown
in Figure 1 becomes the one of Figure 4.
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successfully tested, focusing mainly on the state capturing and
restoring of the threads executing the aglet.

First of all, we made some first performance tests to
discover possible bottlenecks and evaluate the cost of each
migration phase. The times measured are expressed in seconds
and are average values computed across multiple runs, on a
Pentium 1V 3.4Ghz with 1GB RAM on JikesRVM release
2.4.1. We tested the serialization with increasing stack sizes
(5, 15 and 25 frames) and found a very graceful time
degradation. These times are conceptually divided into two
tables, where Table 1 refers to the thread serialization process,
while Table 2 refers to the symmetrical de-serialization
process at the arrival host.

5 frames 15 frames 25 frames
Frame extraction 1.78E-5 1.89E-5 1.96E-5
State building 3.44E-5 3.75E-5 3.43E-5
Pure serialization 2.49E-3 7.32E-3 1.50E-2
Overall times 2.54E-3 7.38E-3 1.51E-2

Table 1. Evaluated times for thread serialization (sec.)

5 frames 15 frames frazrges
Pure deserialization 4.46E-3 5.33E-3 7.06E-3
State rebuilding 5.45E-4 5.27E-4 5.06E-4
Stack installation 1.53E-3 1.60E-3 1.71E-3
Overall times 6.54E-3 7.46E-3 9.28E-3

public class MyAgent extends Aglet{
public void run(){
// things to do before the migration
try{
migrate(new URL(*“atp://nexthost.unimore.it™);
}catch(Exception e){ .. }
// things to do after migration

Figure 4. An example of Aglet code using our approach.

As readers can see, the code is simpler (no flags and
branches are required) and shorter than the previous one.

V. PERFORMANCE AND OPEN ISSUES

At the current stage of our research, the thread serialization
mechanism, integrated into the Aglets framework, has been

Table 2. Evaluated times for thread rebuilding (sec.)

Considering how these times are partitioned among the
different phases of each process, we can see that the bulk of
the time is wasted in the pure Java serialization of the captured
state, while the extraction mechanism (i.e. the core of the
entire facility) has very short times instead. The same
bottleneck due the Java serialization may be observed in the
de-serialization of the thread. In the latter case, however, we
have an additional overhead in the stack installation phase,
since the system has often to create a new thread and compile
the methods for the injected frames.

VI. CONCLUSIONS AND FUTURE WORK

This paper has introduced our approach to support Java
thread strong mobility based on the IBM JikesRVM virtual
machine, and has outlined how this mechanism is being
integrated in the Aglets Mobile Agent Platform in order to
exploit such approach. Thanks to the support to thread
serialization, agents will be simpler in terms of code, and, at
the same time, the code will be easier to be read since a single
execution flow will be followed from the beginning to the
end.

Our approach represents an extension of JikesRVM but
does not change any part of this JVM. Rather, it exploits some
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interesting facilities provided by that JVM to avoid many of
the drawbacks of the presented solutions. OSR facility also
allowed us to capture the state in a very portable (i.e.
bytecode-level) format. Thanks to the scheduling policy of the
JikesRVM, which enables the support of thousands of Java
threads, our approach will keep the thread management
efficient, and allows having one thread for each agent,
overcoming the limitation of the current implementation of the
Aglets system.

With regard to future work, we will perform a comparison
test between the current Aglets release (with weak mobility)
and our JikesRVM-based version (with strong mobility). This
comparison will be performed also under critical conditions
(such as a large number of agents). ). From the first results
reported in section V, we can draw the conclusion that the
prototype can be further optimized with respect to the Java
serialization bottleneck, in particular trying to reduce the size
of the thread state data to be serialized. This perhaps will
allow us to reduce strongly the unavoidable gap between a
weak agent serialization and a strong one.
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Abstract— One of the inherent problems of large-scale, open  2) With guarantees of a desired level of security and trust,

multiagent systems is the lack of mechanisms and tools to guar- exploiting the minimum possible number of trusted
antee legally valid interactions. Agents are supposed to perform parties

crucial tasks autonomously and on behalf of humans; however, . ) ) . .
(i) they are not legal persons on their own, andjii) of a full legal Our study of these issues is concretized in the realizatian o

corpus for the virtual world and its inhabitants is yet to come. model capable of representing a secure, trusted and privacy
Therefore, the ultimate responsible for the actions of an agent gware interaction between two agents. The generalization o
is its developer. In this paper we address an innovative model this model to multi-party interactions is quite straigitfard,

of interaction between agents that leads to an increase of the but it h tive d intion i t of th f thi
level of security and trust in privacy-aware, interaction-intensve utIts exhaustive description Is out of the scope of thisepap

multiagent systems. In particular, after a brief introduction, we Our work is based on the introduction of two closely-
focus in Section 1l on some common problems related to trust related abstractionsyalidation-Oriented OntologiegvVOO9

and security in real-world, liable interactions. In Section Ill, we  and Guarantors A VOO is a signed set containing an ontol-

address these problems and outline some abst_ractlons that we u_seOgy [1] and all runtime tools needed to assert that a pasticul
to guarantee a sound level of security and privacy-awareness in

interactions with third-party (possibly unknown) agents, whethe individual of the world actually belongs to a certain family

human or not. Then, in Section IV we describe the design of an individuals. Guarantors are agents that, in some sensg, pla
API that we implemented to provide developers with a general- the role of middleman in interactions. Guarantors are éaist
purpose, reusable means to realize secure, trusted and privacy py all interacting parties and they are in charge of support-
aware multiagent systems. To conclude, in Section V we briefly ;4 interactions by providing (under their responsib)lisl
discuss our model and outline directions of future development.
necessary VOOs.
This paper is organized as follows: next section describes

. INTRODUCTION some crosscutting problems of two-party interactions and
Agent technology is quickly evolving towards the realinati I mo.t|vates why we need something more that av§1|lable
of complex societies of agents. Just to cite one recent dmml&echmques and tools to guarantee security, trust andgriva

: ; multiagent systems. Section Il briefly describes our maahel
the aims and scope of the IST project CASCOM [4] sho i .
! P broJ 141 Wt{oduces the notions of VOOs and Guarantors. Section IV

how agents are becoming more and more relevant in import h " del and it bstracii b
sectors, e.g., healthcare and personal data managemést. OWS NOW We SUpport our modet and Its new abstractions by
scribing an API that we realized to support developers in

o . e
evolution is not yet matched by an equivalent legal develop-" . . ' .
y y d 9 E—bew everyday work. Finally, Section V briefly discusses ou

ment. The lack of a legal substrate capable of grounding t del t int int ting directi f devel at
interactions between agents ultimately means that eveegcas modet fo point Some Interesting direction of developmett an
to show its wide applicability in real-world scenarios.

of interactions (e.g., see [11]) with other (possibly unknd
third-party agents must be explicitly treated by the depeto Il. PROBLEMS IN TWO-PARTY INTERACTIONS

Mqreover, for a legal point O.f view, the develop_er 1S the The first assumption that we take in the discussion of our
_ult|mate responsible for the f_;lctlons .Of. !ts agents_. Thmn_ model is that, from the point of view of security, trust and
Is then exacerbatg d by the impossibility of tracmg- gll @S ivacy, we can always reduce any two-party interactioréo t
agents perform: if we cannot guarantee traceability [19] ]Ict of signing of a contract. Then, we assume that proposals

the actions of individual agents, no law would be sufficie nd agreements between interacting parties are exchanged i

to pre(\gebnt. ancli punish rg?ndaclicmus agents (Whether: humar}r%r form of individuals of known ontologies. This assumptio
not). viously, traceability does not guarantee that &gen,, s agents to manage the information contained in pro-

EOUld ?]Ot mlsb%hlz_ave;?gyway, i th(_ay dohso, (_)tfgerhagf-:-ntsdvo osals and agreements in a friendly way, e.g., to reasort abou
ave t_ € po§S| |.|ty 0 emonstratmg the misbe .aV|our. . proposals and to assert the formal validity of proposalénatia
Having said this, the ultimate goal of our work is to providg,e constraints of the ontology.

mechanisms and tools to support agents in interacting: All in all, the assumption of modelling interactions as

1) In a secure, traceable and privacy-aware way; and contracts that are individuals of known ontologies is ab-
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solutely general and has some remarkable advantages. BheProblem 2. Trusting ldentities
most interesting advantage that we see is the possibility ofT

combining simple ontologies into complex models of P'Oeqal validity. Therefore, the problem of checking the ititées

posals and agreements. We can compose simple OntOIOQJ Mvolved agents is obviously critical. Unfortunatelysianple

mto' cpmplex 'des.cnptlons _Of, .proposals anq agreem.ent's? ﬂHatic control of identities by means of certificates [6],if7in-
avoiding duplication of definitions and possible ambigs adequate because, e.g., certificates can be revoked or&eys c
The second advantage that we see in our working assurg-stolen. This inadequacy should not be surprising bedause
tion is that it greatly simplifies the creation and validatios yery common also in human interactions. The identificatio
of proposals and agreements. The creation of a proposaiSagents in a secure, trusted and privacy-aware multiagent
reduced to the creation of one or more individuals of knowgystem can be performed only through a set of runtime tools
ontologies, with properties set accordingly to given valugapable of validating certificates, and thus realizing ated
(potentially specified in external policies). Controllithe gqurce of identification.
suitability of a proposal simply reduces to checking whete  The problem of checking identities is closely related to the
candidate proposal actually belongs to the family of adibiss e resentation of identities. The identification code & ahly
proposals described in the referenced ontology. means that we have to validate the identity of a legal person
Finally, ontologies expressed in common formats are eas{lyhysical or not). Therefore, one of the very basic issues
mapped into human readable documents for a subsequ@at we have to tackle is how to represent identities in an
inspection of the agreements that software agents may hagent-processable way. In our model, we decided to design
autonomously signed. an ontology describing legal persons and their attributes a
to associate this ontology with a set of general-purposks too
for addressing the majority of problems related to idergific
tion. The connection between this ontology and its tools is

Ontologies seem to be a suitable means for describing agré&inforced by the necessity of a common trusted signer.
ments, but any attempt to use them in real-world scenarioslt is worth noting that in order to fully exploit the possiiyl
immediately encounters a problem: How an agent could tr@t having runtime tools capable of providing some sort of
a new ontology? Suppose that a seller of bandwidth requi@éarantees regarding sensible tasks on an ontology, beth th
to negotiate agreements with potential customers using @mtology and its associated tools must have the same levels
ontology available in some public repository. This ontglogOf trust and security. Let us consider these two examples to
may model some property as being “required by local lawsetarify this point.

How could customers trust this requirement if they have 1) Case 1. Trusted ontology - Untrusted too&uppose that
no trust relationship with the seller that pointed it to thi§wo negotiating agents trust the same ontology (i.e., thest t
ontology? Could a customer (in some sense) validate tH publisher of the ontology) but they use untrusted sesvic
ontology to decide whether to trust it or not? to perform validations. They exchange proposals until an

Another facet of this problem occurs in the case of agdreement is reached and they mutually check their idestiti
ontology that is partially non-disclosed. Let us suppost tihe using an untrusted tool. Since they do not trust the identity
aforementioned seller creates its ontology and splitadtiwo Verification tool, they can both suppose that they are sggnin
parts: a public part describing valid proposals and agreésne @n agreement with an unknown party.
and a private part used to model the policies that it employs t 2) Case 2. Untrusted ontology - Trusted todBuppose
enforce bandwidth reservations, i.e., the policies thatsiés that we have an identity-verification tool that receives in
to reason on proposals. This last part contains backgroufgut an ontology and an identity, and verifies the identity
knowledge on the marketing strategies of the seller and itils@ database. What happens if someone gives formally valid
vital not to disclose this knowledge to potential compesito (compliant with the ontology), but legally void identity'm8e
In this case, a full fledged reasoning on the ontology could B¢ given identity matches the record in the database of
done only by accessing the whole ontology, and only partigentities, the tool would return an affirmative answer, but
reasoning is possible for customers. this identity is legally void and therefore unusable in agn

Moreover, we have to take into account a third (very seriou§)'mal agreements.
facet of this problem: there is no way to validate the adhegen _
of the ontology to real-world laws, without involving highl ~ These two examples show that both ontology and runtime

specialized jurists. Obviously, no potential customer licae  t00IS must be trusted and secure. If any of the two has not a
in the position of performing this sort of validation. suitable level of trust and security, the combined use afithe

mill not result in a secure and trusted interaction.

he ultimate aim of our model of interaction is to guarantee

A. Problem 1. Trusting Ontologies

In the end, all these exemplified facts of the same proble
i.e., trusting the ontology, show that trust cannot be given
to an ontology per se: it must be accorded to its signer.
Ontologies used to model formal agreements and contract§he analysis of the two-party interaction outlined in the
must be provided by trusted and liable signers. previous section allows to introduce two abstractions that

IIl. TRUST, CONTRACTS AND GUARANTORS
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we can generally use to model secure, trusted and privacy- contractc; i.e., a certain granted value that it renounces

aware interaction between two agents. These closelyerelat to, when signing contraat;

abstractions, namely Validation-Oriented Ontologies Q&D 3) P.. is the penalty of the contract, i.e., the value that

and Guarantors, are briefly described in this section. agent X receives if the contract fails because of the
The problem of defining trust has been addressed in many other party.

different ways [15]. While we recognize the importance of The contract gives to its signers the absolute security of
cognitive models [5] to quantify trust, we start from theeceiving the stated values, i.e.:

definition given in [9] to provide a probabilistic interpagion 1) if the contract is respected, ageXtreceivesR, , with
of trust. In particular, if“Trust is the subjective probability probability one; ’

by which an individual, A, expects that another individual, 2) if the contract fails because of agéntagentX receives
B, performs a given action on which its welfare depends” P., with probability one.

It is reasonable_t.o model Urust in terms of an estimation fnother assumption that we take concerns the order between
the real probability by which B would perform the targe

. . . ) . eward, investment and penalty in a subjective evaluaiiés.
action. Many factors contribute to this estimation [11]3]i1 : . P y )
. ; are interested in contracts whose parameters are ordered as
nonetheless we use a blackbox approach, in which trust

modelled as a random variable in an interifal ., p .]. The féows:
only assumption that we take is that such an estimation is a
reasonable approximation of the real value of the quantity. This inequality expresses the fact that contracts are advan
Our probabilistic model of trust is out of the scope of thisageous but risky. This, in turn, implies that an agent signs
paper, and we simply enumerate the quantities that we expii contract in the hope that it would be respected by the

Pc,m < Ic,.r < Rc,m (1)

in our treatment: other signer, since in case of failure it would experience th
1) pr., the probability that the informatioh provided by following loss:
agentX is correct; I, — Py 2

2) ez, the probability that agenk” would adhere to all pyrthermore, each agent does not consider its own failure
the obligations stated in contract _ probability, since it will only consider contracts that iarc
3) teay, the level of trust agenX has in agent” with  reasonably respect; nevertheless the uncertainty abeotier
respect to contraat; . ~ signer remains.
4) Pa,z, the minimum value of trust in an estimation, i.e., Taking this probabilistic model that we briefly described
the lower bound of the probability distribution functionhere and that is subject for an in-depth investigation iatare
of trust; _ _ ~__ paper, we can provide a probabilistic description of a two-
5) Po,e, the maximum level of trust in an estimation, i-€.party interaction. From the point of view of security, trust
the upper bound of the probability distribution functionyng” privacy, such an interaction can take advantage of the
of trust. presence of a Guarantor that plays (in some sense) the role of
Since trust expresses the estimate of a probability, itdarcl middleman in the interaction. In order to provide a syntheti
thatp, andp, are both between zero and one. The assumptidescription of the aims and scope of the notion of Guarantor,
that p, > p, is not restrictive. we need to introduce another accessory abstraction, namely
As stated in the previous section, we assume that aftlidation-Oriented Ontology.
interactions between two agents can be reduced, from théd Validation-Oriented Ontology(VOO) is a signed set
point of view of trust and privacy, to the action of signingcontaining:
a contract. While it is reasonable to think of a number of 1) An ontology that models a domain;

different (and very complex) contracts [2], we adopt a very 2) A set of runtime tools capable of asserting properties of
simple contract model. It involves only two signers, andsit i individuals of this ontology.

totally described by two triples, one known to each signggntime tools are intended to provide a means for validating

Each triple, that we caBubjective evaluationf the contract, agsertions on the domain described by the ontology without
is made of aeward, aninvestmentnd apenalty This triple  yoqyiring a full-fledged reasoning on the domain. As we have

summarizes the contract, and its effects, for the agent tohwhgeen in the previous section, this is essential from thetsin
the triple belongs. Being subjective values, it is not puissi ;e of security and trust for real-world applications.

to assess any mathematical relation between values of tWeyne very important advantage of the introduction of VOOs
different subjective evaluations, even though they redethe s that they reduce the amount of distributed trust, sinca in

same contract. _ _ ~ single signed object lay both the semantic description infjth
The subjective evaluation of contracggiven by agentX' is  gnd a set of related actions.

written as follows: Moreover, VOOs promote software reuse and help stan-

1) R., is the reward that agemX receives upon successdardization, since many ontology-related tasks are pewdr
of contractc; from external bodies (the tools of VOO) in a standard, well-
2) 1., indicates the investment that ageAt makes in defined, trusted and secure way. It is worth noting that the
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concrete technology used to realize the tools of the VOO is2) A certified public key whose private key is provided only
not mandatory: they could be Web or Grid services [8], as  to trusted tools;
well as RMI invocations, as long as they are projected and3) A certified set of services that could access the Guaran-
signed together with their ontology. In this way it is possib tor's database and whose use could be detected by the
to achieve platform independence by including in the VOO a  tools’ user.
description of the invocation procedure of its tools.

VOOs are not sufficient to address all issues related to re
world agreements because we need to trust both the VOO and ]
the signer of the VOO, as discussed in the previous sectionTh€ abstractions of VOOs and Guarantors must be ade-
In fact, if we go back to the human world, the proper wa§luately supported by some development tools in order to
to stipulate contracts is through a notary public. This feaysp implement them correctly in real-world MASs. This is the
because only legal person trusted by the State can perfd@ason why we developed an API for JADE capable of
critical tasks (e.g., querying databases containing pyiva providing a direct support to developers in the realizatdbn
critical information). This is the reason why we introduc§€cure and trusted MASs. _
the abstraction of Guarantor, and we say that an agent is d " APl we developed focuses primary on the double-
Guarantor for an interaction between two other agents if §uarantor model, because it is general enough to subsume the
can sign a VOO that the two other agents can use in th&ipgle-Guarantor model, but it is simple enough to allowran i
interaction. depth evaluation and study. Furthermore the double-Gt@ran

We can be more precise in this definition by rephrasing th&odel is probably the most frequent case. _
auditing principle of [2] for a validation case: We designed our A_PI to .match a set of fund.amgntal require-

ments, that resulted in strict development guidelines.

If Role 1 cannot witness the truthfulness of an assertionl) Privacy. All communications must be encrypted and
about Role 2, another Role 3 should testify the condition of  directed to trusted parties. I
Role 2 if the party playing Role 2 is not trusted by the party 2) Traceability and sgcunty. Invocations mvolymg tools
playing Role 1. This document must be received by Role 1 VOOs must be signed by the caller, while responses
before the execution of its primary activity, and the party ~ from such tools must be signed, directly or indirectly, by

playing Role 3 should be trusted by the party playing Role @ Guaraqtor. The API transparently chec.ks this property
1. and provides a transparent tracing service that logs all

invocations and responses.

According to this principle, we suppose that both agents3) .Locality_. The number of trusFe_d parties .involved in any
involved in a two-party interaction trust a common agent, |nteraqt|on must be kept atmlnlmum. This means that an
playing Role 3, that we call Guarantor. This agent is suppose ~ OPeration performed by a given Guarantor in a mutual
to be responsible for the exactness of the information plevi recognition case, must be delegated upwards and not
by itself and by its tools. Unlike other agents, the Guaranto _ délegated immediately to the other Guarantor's tools.
of the interaction can easily check ontologies, tools ametot ~ 4) Transparency. The invocation procedures of VOO tools
Guarantors, to provide tools that can operate on other Guara ~ MUSt be transparent to the user, i.e., the user is not
tors’ certificates, ontologies, etc. Therefore, the inticttbn of directly involved in the use of the tools that the VOO

‘IaY. AN API| FOR SECURE, TRUSTED AND PRIVACY-AWARE
COMMUNICATIONS

the Guarantor allows agents to put their trust in a singléyent provides. o
thus simplifying greatly the decisions related to accogdim 5) Ease of use. The APl must provide high level procedures
revoking trust. to perform common tasks, as well as low level, more

specific procedures devoted to fine-grained (and less
common) tasks.

6) Standardization. Information exchange, including cer-
tificates and proposals, must be performed using well-

In summary, in our model the Guarantor is responsible for
the following tasks:

1) Provide identity certificates;
2) lz\r/\?;/}de signed ontologies compliant with real-world known formats.
3) Provide signed runtime tools for its ontologies and/o-l;hese gU|d§I|ne§ are completed_ with the following use cases
e . o and result in a first set of requirements that we used in the
certifying external tools under its responsibility.

. . . . ] realization of our API.
Then, if we remember that identity certificates are provided The design of the API is split into two viewsi) a client

signed instances of concepts of an ontology, and if we go bagky, that shows the classes that a client agent can use to

to the previous definition of VOO, these three responsiedit 5ccess the services of the security and privacy subsystein, a

of the Guarantor can reduce to a single responsibiitgvide  (jj) 5 Guarantor view that describes the components that the

VOOs Guarantors use to implement their functionality. Such giew
The Guarantor takes the responsibility of catalyzing thettr 5re connected through ti@uarantorinterface, that plays the

of an interaction in various ways, e.g., through: logical role of a remote interface that Guarantors implemen
1) A signed list of trusted tools; and that client exploit by means of proxies.
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public interface Guarantor {

publ i ¢ Sessi onToken signen(Gredentials c) throws SignCnFail ed: ) Once a client is authenticated with a Guarantor, it can
publ i c bool ean si gnOf f (Sessi onToken st); /* true on successful sing-offs */ K
publ ¢ Cbj ect direct | vosati o perform two kinds of requests:
;f;{;‘;g;:gf: Tro oo e 1) Direct requests, i.e., requests for services whose out-
), SPrectl) parameters come is used by the client itself;
publ i ¢ e egatf anToken cr eat eDel egati onToken( 2) Indirect requests, i.e., requests that are performed on
ool et oresor et or dd behalf of some other client.
. Direct requests are performed simply throughdirectinvoca-
public Object indirectlnvocation( . . .
Di stri but edTi mestanp dts, tion() method. These are ordinary requests for services except
Del egati onToken dt, . . .
Obj ect[] paraneter s for the following two constraints:
);
} 1) Parameters and result value are transported on a secure
public interface ServiceDel agationDescriptor { Channel,
public Certificate delegator(); . . .
public Certificate del egated(); 2) The Guarantor is responsible for tracing the request to
public Iong getNumber Of I nvocations(); /* max nunmber of invocations */ guarantee non-repudiability;
public long getDeadline(); /* in nillis fromgeneration tine */ . . . .y . .
} 3) The client is responsible for providing a distributed
public interface Token { _ timestamp to allow for traceability of complex interac-
public String getCanonical String(); /* Ulencoded */ .
public long getExpirationDate(); /* in millis fromgeneration time */ t|onS

}

public interface SessionToken extends Token {}

The directinvocation() method is the only mechanism that
Guarantors offer to have services performed in this wayeOth
methods of the Guarantor interface (or of any of its subelg)ss
Fig. 1. Client view of the API are not guaranteed to respect the aforementioned coristrain
All in all, the directinvocation()method plays the role of the
Dynamic Invocation Interface of CORBA objects, or of the

Itis worth noting that the client view represents a manqatop/lethod.invoke()nethod of Java reflection. It is the preferred

interface, on the contrary, the Guarantor view is only a suff®y to handle secure services.Indirect requests are aadieleg

gestion of a possible internal design of Guarantors. Otsijou nechanisms that allows a client (A, delegated) to have a

client view plays a substantially more important role insthiS€rvice performed on behalf of another client (B, delegator
This process is made of the following steps:

public interface Del egationToken extends Token {}

design.
1) Client A requests the Guarantor to grant indirect recuest
. to client B;
A. Client View 2) If the Guarantor can honour this request, it will accept
For the sake of clarity and readability, Figure 1 colleces th requests from B and serve them as if they were requested
interfaces of the client view in terms of Java interfaces. by A;

The central interface of the client view is Guarantor. It 3) The Guarantor stops serving indirect requests from B if
encapsulates all methods that Guarantors expose to clients the delegation has expired, e.g., because the maximum
Such methods are accessed remotely through an encrypted Number of requests from B is reached.
channel and they are available after an initial mutual recoghe first step of this process is performed when A invokes the
nition phase through thsignOn() method. Client wishing to createDelegationToken@nethod on the Guarantor interface.
use the services of a Guarantor, invoke this method and pa&és method needs the following parameters:
their credentials. The type of requested credentials dipen 1) A ServiceDescriptor that identifies which service(s) of
the Guarantor: simple username/password may be sufficient the Guarantor the client is willing to delegate;
in certain cases, or more complex X.509 certificates may be2) A DelegationDescriptor that provides the Guarantor with
needed in other cases. Guarantors will provide their specifi all information needed to actually perform the delega-
subclass of interface Credentials to have clients provige t tion, e.g., who is the delegated client, for how long the
required information. delegation will last.

If the Guarantor intends to serve the client that issued tifethe Guarantor can grant the delegation of the service to
signOn()request, it will respond with &essionTokethat the B, the return value otreateDelegationToken(s a globally
client will use for subsequent invocations on the Guarantalinique token that identifies the delegation. The delegdieatc
interface. ASessionTokeis a particular sort ofToken Just like B will use this token to finally access the services of the
all tokens, it has an expiration date and it can be convertedGuarantor through a call timdirectinvocation() This method
a canonical string. has exactly the same meaning and constraints oflifeetin-

signOn() requests are invoked on some kind of secunmcation()method, except for the fact that it can be invoked
channel, e.g., HTTPS, and subsequent services are reduebtedelegated clients that are not currently authenticatitd w
on the same secure channel. A client can issue request tfeg Guarantor.
services until the client itself signs off (through thignOff() If a Guarantor needs additional, application-specific rinfo
method) or until the session expires. mation, to grant indirect requests, it can provide its owb-su
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public interface SensitiveDataStore {

publ i c SessionToken si gnOn(Credenti al c? tturows Si gnOnFai | edExcept i on; X One of the principa| interfaces that build the Guarantowvie
publ i c bool ean si gnOf f (Sessi onToken st); /* true on successful sing-offs */ . . . A i
. . X X of the architecture iSensitiveDataStoreThis is an abstract
public Resul t Set query_(Sesm onToken st, QueryStatenent q) /* result set */ . )
throws 111 egal Sessi onToken, 111 egal Stat emrent; ) . view of a data store that is meant to allow for a seamless
public long insert(SessionToken st, InsertStatenment o) /* nunber of additions */ L. ) 3
h 1 | ionToken, 111 | H
publ :crlozﬁg unglae(szzzls:jgng'uEZn st, e?;\di :IS!e:z:rem 0) /* nunber of updates */ treatment Of SenS|tlve data It IS Worth rememberlng thatﬁv
h 1 | i ken, 111 | H
puh\:crlozﬁglde\eglae(sgizls?zlf)roign Ist,eg:\z:t&e:z:mm 0) /* nunber of deletions */ Natlon n the European Communlty adopted IaWS to prOVIde
h I | Sessi ken, |11 I St H mm']
publ :crgzil Ieanegraeat 2?‘822!?02'?'%'% :?,a Oee‘;?re“;tn;t ement o) /* creations */ guarantees to CI'[IZGI’IS regardlng the treatment Of them
throws 111 egal SessionToken, |I1|egal Statenent; data
R ove. 111 egar Seasi onToken, 111 egal thernanmr o 9 Leermar) Such laws are all rooted in a note of the European Com-
mission and they all contain strict technical requiremehat
PPl ubl < vord trace ndi redt I nvacat i on databases of sensitive data must follow. As an example, the
Dot egat i onToken der following are examples of the requirements of the Italiam la
gj ec:[] palrfmeters, On prlvacy
)| ec resu .
)
publ i ¢ voi d traceDirect | nvocati on( 1) The password of the manager of the data store must be
Di stributedTi meStanp dts, .
Servi cabusaripor . of 8 alphanumerical characters, at least;
j ec paraneters,
, Colect result 2) The password of the manager of the data store must be
y changed every 3 months;
3) If any access credential to the data store has not been
Fig. 2. Guarantor view of the API used for more than 3 months, it must be revoked.

Any implementation of theSensitiveDataStorenterface will

classes of class&erviceDescriptoandDelegationDescriptor Wrap existing technologies for storing data, e.g., JDBC or
interfaces. JNDI, and it will add the support for any requirement to
Indirect requests is the preferred way to allow a third parfj@ke it compliant with a particular legislation (at a partar
having a service done without explicitly requesting sévesit ime). Any SensitiveDataStorallows a direct management
data. For example, let's consider a buyer A and a seller Bf the data it contains thought methods: query, insert, up-

Normally, the seller will request the details of As creditcta date, delete and create. These are wrapper to the underly-
in order to: ing storing technology and their statement parameters are

- . concrete subclasses that provide all necessary inform#tio

1) Check the val|d_|ty of the credit card; concretely perform requesfed operations. Not zri)lll such oalsth

2) Perform the withdrawal of the exact amount of thg o o\yavs permitted to allow for accommodating different

requested payment. levels of management of the data store, e.g., query may be

B would be able to perform exactly such operations if buyeilways possible, but creation and deletion of database tabl
A would instruct its bank (the Guarantor) to serve this twpossible only when the Guarantor is not online. Any attempt
requests from B as if they were issued by A itself. Thisf violating such application-specific constraints willngeate
approach has the great advantage of allowing A to buy froam InvalidStatemenexception.

B without revealing any sensitive information. The deleat  \ethodssetUserNameForNotificationsig used to instruct

token that allows B to perform the withdrawal is & Sort ofye gata store to actively provide information on complianc

anonymized view of the sensitive data of A. Formally, thig,, example, a particular data store may decide to notify the

delegation token is @ne-time passwordor logical access manager of any credential that no longer complies with laws,

control. or it may decide to notify the administrator of any clean-up
of old data. This unusual behaviour oS&nsitiveDataStoris

B. Guarantor View needed to allow data stores suspending operations on arsessi

The Guarantor view of the architecture describes howV¢en, for some reason, the session does no longer comply with
Guarantor may implement a general-purpose infrastrudture laws. So, for example, a properly implemented sensitiva dat
providing its services with requested level of security argfore would stop functioning when the password of the person
privacy. This architecture is not mandatory because evdfycharge is more than 3 months old.

Guarantor may decide its own optimized approach to provideThe second interface that may be used to design Guarantors
services. Anyway, the quality of Guarantors in performing InvocationTracer This interface provides all methods for
tasks related to security and privacy, e.g., the globaluengss tracing direct and indirect requests served or rejectedhby t

of the generated tokens, or the correct tracing of invonatio Guarantor. Such requests are stored iSemsitiveDataStore

are important metrics for clients to put trust of Guarantorthat would save all (context) information regarding redsies
Therefore, the Guarantor view is highly recommended aslitis worth noting that the invocatioistributedTimeStamp
helps clients estimating the reputation of Guarantorsuféi@ property allow to correlate logs of different Guarantomsd a
shows the Java interfaces that make the Guarantor view of therefore it allows backword tracing the execution of compl
architecture. actions.
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V. DISCUSSION [11] Jennings, N. R., Parsons, S., Sierra, C. and FaratinAlRomated
. . . . Negotiation in Procs. of the5!™ Intl Conference on the Practical
The central focus of this paper is on the motivated introduc- appjication of Intelligent Agents and Multi-Agents SystenAAM-
tion of two abstractions, VOOs and Guarantors, that we can 2000, Manchester, UK.

use to provide general-purpose mechanisms to realizeeseddfl Martin, D., Paolucci, M., Mcllraith, S., Burstein, MMcDermott, D.,
d trusted MASs. Th d of th bstracti hould b McGuinness, D., Parsia, D., Payne, T., Sabou, M., SolankiSkMnivasan,
ana truste S. € need o ese apstractions shou eN., and Sycara, K.Bringing Semantics to Web Services: The OWL-S

clear if we go back to the very general issues related to Approachin Procs. of thel** Int'l Workshop on Semantic Web Services

security and trust that we identified for two-party interas. Sr‘sdAweb Process Composition (SWSWPC 2004), July 2004, San Diego

Obviously, the intro_dUCtion of these a_bStraCtionS is ncﬁ_tIT13] Marsh, S.Formalising Trust as a Computational Concepth.D. diss.,
only way we can think to tackle such issues, but we believe Department of Mathematics and Computer Science, Universisfiding,

that our approach has two interesting properties: Stirling, UK, 1994.
PP g prop [14] Meyer, B., Object Oriented Software Construction, Second Edjtion

1) Concentrated trust. Guarantors are sorts of trust cdaly Prentice-Hall, NJ, 1997.

that we use to keep trust concentrated on the minimd%]Terl:lDS\{VAP, AtDSfinition_tof TfruMst folr Cdonéptlllting vliithks%;fl Nz%t\glgrks
number of parties. From the point of view of interacting, WL v otk t”F')\:’Gjr/sm m@éﬂéf‘g/ 004 o PReary 2005.

agents, this is good because the number of operatigng Poggi, A., Tomaiuolo, M., Vitaglione, GDo Agents Need Certificates?

related to according or revoking trust is minimized. Distributed Authorization to Improve JADE Securifyy Procs. of the
s ] . . 6t" Intl Workshop on Trust, Privacy, Deception, and Fraud ineAt
2) Pragmatic interactions. The strict coupling between an Societies, AAMAS 2003, July 2003, Melbourne, Australia.

ontology and a set of tools capable of performings] Racer Web sitét t p: / / wa. st s. t u- har bur g. de/
general-purpose, critical tasks on the individuals of ~r.f.moeller/racer/

. . . 9] Szomszor, M., and Moreau, LRecording and reasoning over data
this Ontomgy (I'e" the idea of VOO) guarantees th% provenance in web and grid servicaa Procs. of the Int'l Conference

possibility of performing secure and trusted interactions on Ontologies, Databases and Applications of Semantics (XEED3),
also to agents with minimal reasoning capabilities. LNCS 2888, November 2003, Catania, Italy.

In conclusion, we believe that the introduction of VOOs
and Guarantors provides a solid ground for the concrete
development of trusted and secure MASs. Many issues related
to these properties are encapsulated by these abstraatidns
we believe that their in-depth study can lead to a better nde
standing of the subtle behaviours of these complex systams i
real-world situations.
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Abstract—People tend to form social networks within specific profile. Bluetooth technology is used to detect the user posi-
geographical areas. This is motivated by the fact that the tion. In [4] MobiAgent is proposed, an agent-based framework
geographical locality corresponds generally to common interests 4t gllows users to access various types of services (from
and opportunities offered by the people active in the area Web search to remote applications control) directly using their
(e.g. students of a university could be interested to buy or
sell textbooks adopted for a specific course, to share notes,Cellular phones or PDAs. Once the user sends the request
or just to meet together to play basketball). Cellular phones for a specific service an agent starts to work on her behalf
and more in general mobile devices are currently widely used on a centralized server. The user can disconnect from the
and represent a big opportunity to support social communities. network and the agent will continue to work for her. When
We present an application of multi-agent systems accessible via . .
mobile devices (cellular phones and PDAs), where Bluetooth the request ha; been processed, the user is informed via Short
technology has been adopted to reflect users locality. We illustrate Message Service and she can decide to reconnect the network
an implemented prototype of the proposed architecture and we to download the results. MIA information system [5] is another
discuss the opportunities offered by the system. example that provides personalized and localized information
to users via mobile devices.

What is still missing in the above architectures is the

Being widespread and ubiquitous, cellular phones are lieteraction and the collaboration between the members of
cently used not only as the means of traditional communictére virtual community. Just few proposals in the literature
tion. They are also supposed to satisfy the information needsifoduce domain-specific collaborative environments where
their users, e.g. to support information search and filtering imteracting and collaborative agents act on the behalf of their
electronic data exchange. Users equipped with mobile devicasers. For instance, [6] describes a context-aware multi-agent
such as cellular phones or PDAs, can form so called mob#gstem for agenda management where scheduling agents can
virtual communities [1], which make possible the collaboratioexecute on PCs or PDAs and assist their users in building the
and the information exchange between their geographicatheeting agenda by negotiating with the other agents. ADOMO
distributed members. Such communities are inherently opgf} is an agent-based system where agents running on mobile
new users can join and existing ones can leave anytime. @avices sell the space on the device’s screen to commercial
aim is to build a general architecture for open distributealgents for their advertisements. Agents on behalf of their users
systems that can facilitate the interaction and the collaboratinegotiate and establish contracts with neighbors via Bluetooth.
among members of co-localized groups of users via theirThere exist a number of multi-agent platforms that can be
mobile devices. used on mobile devices. Taking into account the limited com-

We adopted Bluetooth [2] technology to connect mobilputational and memory resources, it could be very problematic
devices to servers where virtual communities based on mutt:- run a multi-agent platform on such mobile devices as
agent systems are formed and allow users to interact wibllular phones. A possible solution is either to avoid running
one another. Bluetooth is a cheap and a widely used wimaulti-agent platform on mobile devices, as for example in
less communication technology that can connect Bluetooff], or to use portal multi-agent platforms [8] where agents
enabled devices located in a range of 100 meters. are executed not on the device itself but on the external host.

A number of multi-agent applications to mobile devices In this paper we present a general architecture based on
environments have been proposed in literature. [3] presentths last option. The architecture proposes independent servers
multi-agent system named KORE where a personal electromibere multi-agent platforms can be installed and where agents
museum guide provides to visitors (with Java-enabled mobitan act on behalf of their users. Each server proposes one
devices) information about artistic objects they are currentty more specific services related to the geographical area in
looking at. Information is filtered and adapted to the usevhich it is located (e.g. a server inside the university could

I. INTRODUCTION
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offer the service of selling and buying text books, renting an  umversi g

______ BAR

apartment, etc.) and users can contact their personal agent == =
using their Bluetooth mobile phones. The main advantage of _ =
the proposed framework with respect to the above described Uigex & : ]
architectures is that the system is domain independent (it does g% A5 @ Y7
not depend on the specific services offered by the servers) anc . [ PA of UserG
independent from the multi-agent technology adopted (we can T -
use different technologies on each server). it sl L = By TR

The paper is organized as follows. Section Il describes a PA.of User E S Personal Agents
motivating example of our system. The general architecture of anHarBenver
the system is introduced in Section IlI, while Section IV pro- | STATON

. . . . . P.A. of User D (Station) I | Range of the Server
vides some architectural details and describe the implementec
prototype. Section V concludes the paper and provides some
future work directions. Fig. 1. Users, Servers, Virtual Communities of Personal Agents

II. MOTIVATING EXAMPLE

Let's consider three places in a town: university, railwag9ents (Figure 1) able to interact and collaborate with one
station and bar. People staying for some time in one gpqther. Users formulate their requests and forward them to
these places may have some common interests and needsfijf Personal agents. . _ _
instance, students at the university might want to buy or to sellPersonal agents interacting with the other available agents
secondhand textbooks, to find a roommate, or to form stubf}€y may also negotiate, not just interact, as in the case of
groups. People at the bar could be interested in the latest s&#iNg or buying books) produce results that will be sent back
news (especially in Italian bars), or they could just be lookin§ the users. The main idea is to have a distributed system
for someone to chat with. Passengers waiting at the railw&§mposed of a number of open virtual communities that evolve
station may want to know some details about the trip thé}ﬁd act autonomously on the behalf of human communities.

are going to have — what cities their train goes through, or
what the weather is like at the destination point. They may
want also to find someone with common interests to chat withIn this section we describe the general architecture of the
during the trip. system. We start from the requirements and then we illustrate

Let's suppose also that people cannot or do not want e various sub-components and their interaction.
spend their time on examining announcements on the buIIeRn
boards, or questioning people around them, or searching for
the information office. They would prefer to enter the requests We can summarize the requirements of the whole system in
they have into their mobile phones and wait for the list ghe following objectives.
available proposals. « Allow the user to express her interests and choose the

To support interests and needs of such groups of co- services she wants to access.

localized users a server is placed at each of the three meeting Provide access to the requested services when the mobile
points. Servers can provide a certain number of services to device and the appropriate server are co-localized (i.e. the
people equipped with mobile phones or pocket computers Bluetooth connection is feasible).
(hereinafter referred as users). A user can have access to the Allow the user to retrieve pending results. Results should
services when she is close enough (depending on her Bluetooth be accessible both in the case the user is still in the
device) to one of the three servers — at the bar, in the waiting Bluetooth range and in the case she is out of the range.
room of the station, or at the main hall of the university.

Let's suppose that among the available services we have fhe
following ones. University server can be used for buying and The architecture of the system includes four main types of
selling used books, or for looking for a roommate. At the batomponents: mobile device, PC, server and services database.
sport news service is available, as well as the service whichThe PC component provides an interface for the user's
helps to find interesting people around. Railway station serwegistration to the system, for getting and choosing available
gives a possibility to get information about trips (includingervices, and building requests for the chosen services. Also
touristic information). the pending results can be retrieved via PC. The mobile device

Users interaction and collaboration is the base for the used to send the user's requests to the servers and to get
satisfaction of their needs. To sell a secondhand textbodigck the results. Each server within the system provides a list
one should find a buyer and agree on the price. To fird predefined services. The server runs a multi-agent platform
someone in the bar to chat with, one should look for thsith personal agents representing single users, a database
person with similar interests. Each server recreates the graupere results are archived, and an interface responsible for
of co-localized human users in a virtual community of personastablishing connections with mobile devices and PCs, and for

I1l. SYSTEM ARCHITECTURE

System Requirements

System Components



WOA 2005 153

' ' 7 available services
+—> = 5]
el —— USER 1
el [ = SERVICE DB
bC s
[

‘\ A resi
Rl ] S —— > configuration
<«——> Wired Link file SERVICE DB
PC

MOBILE DEVICE SERVER Link
ey > User Input/Output MOBILE DEVICE
devicelD = x x.x

v =

Multi-Agent Platform

Fig. 2. Interaction of System Components

uest for connection —_—

server info ]
redirecting the users’ requests to the corresponding persona e et o R . | Mot Do
‘ devicelD = x.x.x

agents. The services database, accessible via Web, contain
information about all the servers and their properties, such as
name, location, etc. The database provides also a description Fig. 3. Getting Access to Services

of available services on each server.

Figure 2 illustrates the general architecture of the system

and the interaction among its components. Connection hger could leave the Bluetooth area or the mobile device may
tween the mobile device and the PC, and between the mobilst have enough memory or computational power to manage
device and the server is established via Bluetooth wireleg® answers (e.g. in the case the answers are a number of big

SERVER

communication technology. files). Thus the second option is to get back the results later
) ) when the connection with the server they were requested from

C. Getting Access to the Services is finished.
In the following we describe how the process of getting Pending results can be retrieved both from the mobile device
access to the services is organized (Figure 3). and from the PC. In the first case the mobile device has to

The software running on the PC allows the user to searbk configured to get the pending results and has to be in the
and discover the servers and services registered to the servigletooth range of some server. For example, a student is
database. The user selects one or more services and proviiesg to spend a whole hour in the main hall of the university
information (i.e. requests) related to the use of such servicesiting for the next lecture, namely she will have enough time
For example, using the service "Buy/sell secondhand book$5, download the results of her requests sent in the morning
the user could request to "Sell the copy ®hinking in to the railway station server (where she bought her train
Java by Bruce Eckel, printed in 1995, for the price not lesticket before going to the university). She switches on the
than 20 euros”. All the user's requests are stored in tloption "get pending results” on her mobile phone, and waits
configuration file, which is downloaded onto the mobile devic®r results. The mobile device sends to the university server
via Bluetooth. the list of addresses of the servers the user has visited. The

When the user with her mobile device approaches one s#rver establishes a connection with each server in the list, and
the servers, the software on the device establishes a connecsiends the information that identifies the mobile device (e.g. its
with the server and sends the requests related to the availdbligetooth address) as a request for the pending results. The
services. The requests are built on the base of the configuratidrtained information is sent back to the mobile device.
file of the mobile device. In other words, the mobile device In the second case the user receives pending results through
checks in the configuration file if the user is interested in tlthe PC. The student goes back home and runs the PC software
services provided by the server and then builds and sends tivat collects all the pending results obtained from the visited
requests to the server. The mobile device stores the serveesvers. The list of the visited servers and their addresses is
address to keep track of the contacted servers. It stores ttamsferred from the mobile device to the PC.
address even if there are no relevant services on the server.

This allows later the user to check the list of all visited servefs Agent Platform

and associated services, and decide to update her preferencgaich server runs a multi-agent platform, where agents
including new servers/services in the configuration file.  correspond to mobile devices and receive and process requests
obtained from the users. We basically have a one-to-one
association between agents and mobile devices (users). An

We describe now how the process of retrieving the pendiagent is identified by the unique Bluetooth address of the
results is organized (Figure 4). corresponding mobile device. The same device can have many

The user has basically two options to get back the resuftsrsonal agents within different platforms of different servers.
of her requests. The first one is to receive them directly onWhen the server receives the request from the mobile
her mobile device. However, this is not always possible. Thievice, it checks if there exists the personal agent of this

D. Retrieving Pending Results
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Fig. 4. Retrieving Pending Results

device within the platform. If not, new personal agent is
created. Personal agent communicates and collaborates witl

Category
| e
Address

Description

Category-

I Requested parameters
Buyisell hooks

What do you want to do?

Book title

Desired price

Maximum price

Buyisell books
Trento

via Sommarive, Povo

You can sell and buy new or used books

® Sell
O Buy

The Lord of the Rings
|
20

20

Fig. 5.

<server:
<ipx
“naEmes

192.168.2.151
UnitnServer

Request Input Form

</ip=
</ name:>

<location> Trento, via Sommarive, Povo </location>

<servicer

<description> Buyfsell new and used books </description:

other agents in order to find "a partner” which will satisfy its i
request. Interaction protocols and collaboration mechanisms (s TR S i
are domain (services) dependent. SRR [oRt on e g Speranalue s
<param>
IV. IMPLEMENTATION ISSUES Sroramans Jeafzedinrice :ﬁﬂ:iﬂ?ﬁii
In this section we present the details of the implemented L 1 SRALAIALICS
; AR : Pk
protqtype. Basically, the. system is a first implementation of the B emiel Hiasciinemn. pid e aremmamed
architecture presented in Section Il and focuses on a numbei <paramcype> int </paramcype>
. . . <paramvalues> 20 </ paramalus>
of servers spread around the university campus (faculties, </ par e
libraries, departments, etc.). Each server offers only the service — _ siEssom=ters>
for selling and buying books. We are currently working on ~ </server>
a number of other services including services available on
Fig. 6. Configuration File

servers located outside of the university campus (e.g. train
station, museums and places close to touristic attractions).

A. On-line registration and services selection type or category of the service (e.g. buy/sell books, exchange

To start working with the system, the user has to regist&CUrses’ notes, or meet people), and keywords (e.g. books,
She can fill the on-line registration form where she needs to (iRUrse. etc.). The list of the selected services is managed by
her personal info such as name, birth date, e-mail, Bluetodflf PC component that allows the user to customize these
address and phone number of her mobile device, and passwgfjYices with the specific requests (e.g. title of the book to
The registration, basically, allows the system to identify tHaty Or to sell, the desired price, minimal or maximal price).
user and the mobile device she is going to use. Password Ne list of services (with related servers’ addresses) are
is used to access the information about servers and relag@f€d in @ XML configuration file, which is uploaded via
services and to upload/update the user information (e.g. fRki€tooth in the mobile device. Figure 6 shows an example
user can decide to use different mobile device or just to charfgé the "sell/buy books” service.
her data such as telephone number or e-mail address). All this . .
information is stored in the services database. Registered uderdiccessing the services
obtain the rights to download the software for the PC and theTo access the services, the user needs to run the Bluetooth
mobile device components (which are two jar files), and tregpplication in her mobile device. The application is written in
XML file containing all available servers with correspondingava and uses JSR-82 [9], which is Bluetooth API for Java.
services. The application starts a continuous search for the Bluetooth-

After the registration (or login), the user can start selectirgnabled devices in its neighborhood, and whenever it finds a
services to use. Using the Java GUI interface shown in Figwserver with the services specified in the configuration file, the
5, she can explore all the available services using filterimgobile device sends the user's requests to the server. Figure
criteria such as server location (e.g. we can have servers Toshows the protocol we use for the interaction among the
cated in different cities or in different places in the same citydlifferent components.
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hodile 3 C ot <iplist>
enver : Communicaton
D evice <ip> 192.168.2.148 </ip>
Module
<ip> 192.168.2.151 </ip>
1: Blustooth Address
Z: Server P <fiplist>

3 INFORM/REFUSE Senver : hiutti-Agent
Platiorm 2]
4; if(INFORM) request parameteis

5: Bluetooth Address ! <responses>

6: Request P arameters <response:
Sener: IP server: 192.168.2.151,
7: Chllaboration Database Hame: UnitnServer,
Mes=zage: Buyer: Stefano Fante,

Phone: 230-5658821,
E-mail: stefano.fante@arslogica.it,
Book Title : The Lord of the Rings,
Price: 20 euros

</response>

S:Resuls

|

l |

9: Venfy Presence Request | ‘ |
10: CONNEG TED/OF FLINE |
11:\f[CDNNECTEDJéluemothAddress e

12: Reslits </responses>

13: Recubs

\ (b
\
\

\ Fig. 8. XML Formats. (a) List of IP Addresses of Visited Servers. (b) List
of the Responses

Fig. 7. Getting Access to Services

Mobile Sener : Communicaton
Device

. . . . | 1:Bluetooth Address “sited Serwerdk “sited Serer#h

A specific communication module on the server is respon 2. Pootuisies Sermrs fom #1104 Somm Mahia Datatase

. . . . . . . 3: Bletooth Address q Q
sible for managing the interaction with the mobile device. 4 Buemath Addess |
It receives the list of requests from the mobile device anc SFOANITEON

. . . E:if(FOUND) Pending Resdts
checks whether in the platform (running in the server) alread 7 Fendirg Fesuts
exists a personal agent assigned to that mobile device (tt & VenytyPrasence Fequest
. . . . 9:CONNECTEDAOFFLNE

Bluetooth address is used to map the mobile device with th 03 H(CONNECTED) Pading Resuts . |

personal agent). If there is no personal agent for the use | |
the communication module connects to the central service ' | |
database and verify whether the user is registered to the
system. Only in case of a positive answer, it creates a new
agent and assigns it to the mobile device (user). Then, the

communication module forwards all the user’s requests to the q by th d be ch d at runtime b
personal agent. In advance by the user and can be changed at runtime by means

Jthe mobile device application.

Now, the personal agent starts the interaction with tHf ) X : )
other agents on the platform trying to satisfy all the users Choosing the first option, the user can receive the results
immediately in her mobile device. Of course, she can receive

requests. In our example the personal agent receives one gr" _ : JeVIC :
more requests for buying and/or selling books (with specifiéBe results if and only if she is still at a Bluetooth distance from

title, desired price, maximum and minimum prices, etc.) e server. The communication module checks the availability
the agent reaches an agreement with another agent about {3kfpe mobile dgwce and s?nds to it the results obtained from
users’ requests, it can decide either to send the results b4¥ corresponding personal agent. .

to the user or store them locally in the server database. Thid19ure 9 shows the interaction protocol of retrieving the
depends on the retrieval modality that the user has definedPfnding results via mobile device. Consider for example the

Fig. 9. Pending Results from the Mobile Device.

the configuration file. situation in which a user is near to the server of the central
. library. After the connection has been established, the mobile
C. Results retrieval device sends the list of IP-addresses of all previously visited

Whenever a new connection between a server and a molsiégvers (e.g. faculty servers, departments servers, etc.) to the
device is established, the communication module sends to titary server. The communication module of the server sends
mobile device the IP-address of the server. The mobile devitten the Bluetooth address of the mobile device to all listed
stores the IP addresses of all the visited servers in an XML Iggrvers. In turn, the communication module of each server
(Figure 8-a), that is used later to retrieve all pending resulgxtracts from the internal database all the stored results related
The format of the results produced by the personal agenttisthe user and sends them to the requester server. All the
shown in Figure 8-b. It may contain the request identifier, thiesults are collected by the communication module and finally
contacts (e.g. phone number) of the user interested to buysent to the mobile device. If the mobile device is no longer
sell the book, the actual agreed price, etc. connected to the server (e.g. the user has left the library), the

As discussed in Section lll, the user has three differergtrieval process will fail and the results will be cancelled (they
modalities to retrieve results: get the results immediately, gte still available on the original servers).
pending results using the mobile device, and get pendingFigure 10 shows the interaction protocol of retrieving the
results using the PC. Each of these modalities has to be defipetdding results via PC. The user connects her mobile device to
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Fig. 11. Agent Interaction

the PC via Bluetooth and sends the list of all visited servers to
the PC component. Now, the user can decide either to retrieve
the results from all the servers or she can just select some of
them. An interface on the PC allows the user to connect toln this paper we have presented an implemented prototype
the servers and then view or download the pending resultswhere multi-agent systems and Bluetooth wireless commu-
nication technology are combined together to support co-
localized communities of users. We have discussed the general
D. Agents interaction architecture of the system and we have presented using the buy
and sell books example some implementation issues related to
As we said in this first prototype we implemented justhe prototype we have built.
one kind of service, namely the "buy/sell books” service. A lot of work has to be done to make the system working
The multi-agent system has been implemented in JADE (Jauaa real-life environments, including the implementation of
Agent DEvelopment framework) [10]. The interaction mechvrarious multi-agent systems able to provide different kinds of
anism is very simple. The point here is that we do not paervices. We are currently working with ArsLogica s.r.l. in the
particular attention to the multi-agent interaction since we adevelopment of a real scenario where to apply the system.
mainly focused on the design and the implementation of the
whole infrastructure.

Figure 11 presents the implemented interaction protocolVe thank ArsLogica s.rl. for the collaboration and the
used by the agents in the case of the "buy/sell books” serviG&!PPOrt to this project. This research also is partially supported
Buyer's personal agent broadcasts the request of looking % COFIN Project "Integration between learning and peer-
a specific book (information about title, desired price, etc. af&P€er distributed architectures for web search (2003091149
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Abstract— Agent-Mediated Electronic Commerce is gaining a
wide consensus both from the academia and from the industry,
since it provides the right abstractions, models and tools to
face the challenges that electronic commerce raises. According
to C.Sierra, e-commerce can be described as organization +
mechanism + trust, where mechanism is concerned with the rules
that govern the interaction among agents in such a way that
certain properties can be guaranteed.

This paper describes the design and implementation of a library
of customizable agents for simulating auction mechanisms. The
purpose of the library is to provide a support to the correct engi-
neering of mechanisms in the e-commerce setting, by providing a
flexible tool for the quick prototyping of realistic auctions to the
auctions’ developers. The auction mechanisms that are included
in our library respect the Revenue Equivalence Theorem, one of
the most important theorems of the formal theory of auctions.
Keywords. Auction Theory, Electronic Auction, Multiagent Sys-
tem

I. INTRODUCTION

Information and Communication Technology (ICT) is cur-
rently considered as one of the forces that can deeply influence
and transform human society. Many people agree on the
important role played by ICT in productive growth and in-
ternational competitiveness, thanks to reduction of transaction
costs, support to efficient management, and exchange of a wide
amount of information. This happens especially for commerce,
radically changing the way enterprises and companies work.
For example, large on-line selling enterprises use the Internet
strategically to improve service quality, process speed and for
cost savings, whereas small enterprises use electronic com-
merce (e-commerce) primarily to increase their customer base
and make themselves known. In order to offer answers suitable
to the currently open challenges in the e-commerce area, like
business process outsourcing, marketing of agricultural exports
and online dispute resolution, new technologies are required.
Agent-Mediated Electronic Commerce (AMEC) is the most
recent (and one of the most promising) technology born with
the purpose of facing the e-commerce challenges.

In his paper “Agent-Mediated Electronic Commerce” [1],
C.Sierra asserts that e-commerce can be described by the

following equation:
e-Commerce = organization + mechanism + trust

In this paper we deal with the second element of the sum:
mechanism. Mechanism design is concerned with establishing
the rules that govern the interaction among agents in such a
way that certain properties (such as stability, or equilibrium)
can be guaranteed. The definition of the rules of the game
determines how the interaction will take place and, based on
the assumption of rationality for the agents, tries to achieve a
desired behaviour by them, possibly corresponding to domi-
nant strategies.

In order to provide a support to the correct engineering
of mechanisms in the e-commerce setting, we have devel-
oped a library of customizable agents for simulating auction
mechanisms with the goal of providing a flexible tool for
the quick prototyping of realistic auctions. The design of
the auction mechanism exploits the AUML language (http:
//www.auml.org/) for defining the interaction protocols
between a bidder and an auctioneer, while the prototyping
phase is carried out by exploiting the tools offered by the
DCaseLP environment [2], [3]. We have designed and im-
plemented the auction mechanisms that are included in our
library, that can be downloaded from the DCaseLLP home page,
http://www.disi.unige.it/person/MascardiVv/
Software/DCaseLlP.html, in such a way that they re-
spect the mathematical theory behind auctions. In fact we have
based our work on the results obtained in the Auction Theory
area, and in particular on the well-known Revenue Equivalence
Theorem (RET, described in [4], [5], [6]). By carrying out
many experiments run under different initial conditions, we
have experimentally validated that the mechanisms developed
as part of our library respect the RET.

The paper is structured in the following way: Section II
summarizes the main mathematical results behind auction
theory; Section III describes the design of the mechanisms
that we provide in our library, while Section IV illustrates their
implementation and shows that it respects the RET. Section V
concludes.
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II. AUCTION THEORY

The typical situation where an auction is suitable to allocate
some goods can be described in this way: on one side of the
market (the offering side) a monopolist wants to sell some
goods; on the other side there are two or more potential buyers.
It is implicitly assumed that the monopolist will choose the
procedure (or mechanism) to allocate the goods, but this does
not necessarily mean that he can extract the entire surplus,
because he does not know the buyers’ true evaluation of the
goods.

There are many different auction mechanisms that can
be classified according to their features [7], [8]. The first
distinction can be made between open and sealed-bid auctions.
In the open auction mechanisms, the seller announces prices or
the bidders call out the prices themselves, thus it is possible
for each agent to observe the opponents’ moves. The most
common type of auction in this class is the ascending (or
English) auction, the well-known procedure typical of artwork
auctions, where the price is successively raised until no one
bids anymore and the last bidder wins the object at the last
price offered. Another diffused type, the descending or Dutch
auction works in exactly the opposite way: the auctioneer starts
at a high price and then lowers it continuously (notice that
this kind of auction essentially belongs to the “sealed bid”
type). The first bidder that accepts the current price wins the
object at that price. The sealed-bid auction mechanisms are
characterized by the fact that offers are only known to the
respective bidders (as the name suggest, offers are submitted
in sealed envelopes). In the first-price sealed-bid auction each
bidder independently submits a single bid without knowing
the others’ bid, and the objects is sold to the bidder who
made the best offer. First-price auction are especially used
in government contract. Another widely used and analyzed
auction in this class is the second-price sealed-bid auction,
that works exactly as the first-price one except that the winner
pays the second highest bid. This auction is sometimes called
Vickrey auction after William Vickrey, who wrote the seminal
paper on auctions [9].

An auction mechanism is said to be efficient if and only
if the offered object is always given to the buyer with the
highest valuation for it. The four basic mechanisms just
described (English, Dutch, first price sealed-bid, and second-
price sealed-bid) are all efficient (assuming that bidders are
rational and their bids are in equilibrium). Assuming that an
auction mechanism is efficient, an interesting problem is to es-
tablish which procedure can guarantee the maximum revenue
to the seller. Economic theory provided some fundamental and
surprising results on the equivalence (at equilibrium) of the
expected revenues of various auction mechanisms. Vickrey
provided the earliest conceptualization and results in [9],
which was, together with [4], a major factor in his 1996 Nobel
prize. Myerson [5] and Riley and Samuelson [6] showed that
Vickrey’s results apply very generally.

The Revenue equivalence theorem is stated in the following
way:
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(Revenue equivalence theorem) Assume that

o there are N risk-neutral potential buyers ( i.e.,
they are indifferent between, for example, play-
ing a lottery which gives 0 euro with probability
1/2 and 1000 euro with probability 1/2, and
gaining 500 euros for sure);

« the independent private-value model applies (i.e.
each bidder: 1) has a private evaluation of the
object, unknown to the other bidders; 2) believes
that the other bidders’ evaluation of the object
can be described by a probability distribution
that is identical for all the bidders; 3) believes
that there is statistical independence between the
individual evaluation);

o the buyers are symmetric (i.e. they cannot be
distinguished one from the other).

Then all the efficient auction mechanisms guarantee
to the seller the same expected revenue, and each
bidder makes the same expected payment as a func-
tion of his valuation.

This theorem implicitly defines a wide class of equivalence
of auction mechanisms (in terms of expected revenue) and
both the first-price and the second-price sealed auction belong
to this class. This could be surprising: in the first-price sealed
auction, the winner pays the price that he called while in the
second-price one the winner pays a price equal to the highest
bid made by the other players. The fact is that the players’
best strategy in the second-price auction is to bid their true
valuation while in the first-price auction the bidders face a
trade-off between lowering the offer (thus obtaining a better
payoff in case of success) and getting higher probability of
success (but paying more for the object). It is optimal for
a bidder in a first-price auction to bid his valuation minus
a discount: the revenue equivalence theorem states that this
discount compensates exactly (in expected value) the reduction
of payment caused by the second-price mechanism.

III. ANALYSIS AND DESIGN OF THE AUCTION
MECHANISMS

Considering that the Dutch auction mechanisms is com-
pletely equivalent under any value model to the first-price
sealed-bid auction, we have implemented the remaining three
standard mechanisms described in Section II: English, first-
price sealed-bid and second-price sealed-bid mechanism. Since
the English mechanism is the most complex (and interesting)
one among the three, in this section we concentrate on it,
by analyzing the communication protocol that governs the
interaction between auctioneer and bidders, and by describing
the design of the agents’ behavior. The details on the sealed-
bid mechanisms can be found in [10].

Each auction mechanisms require two types of agent at
least:

1) The Auctioneer agent that puts items on sales, receives

offers, distributes information on what is going on and
decides the auction winner
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2) The Bidder agents that try to buy the items on sale by
evaluating newly acquired information and sending offers

We implemented an English auction mechanism for a single
indivisible object. Our analysis of this auction led us to the
definition of the interaction protocol in Figure 1. This protocol
is described using AUML that extends UML with agent
roles, multithreaded lifelines, extended message semantics,
parameterized nested protocols, and protocol templates.

In the registration phase, p Bidder agents ask to be registered
in the Auction by sending a message with a communicative
act request, the Auctioneer can accept the request (sending
back a message of confirm to each accepted agent) or deny
the request (with a refuse communicative act).

Once the registration time is over, the Auctioneer sends an
inform message to the n registered agents specifying its
reservation price, this warns the Bidder about the minimal
acceptable offer. Then the Auctioneer sends another inform
communicative act to start the offering phase.

In the offering phase, the Bidder agents send propose
messages that contain offers: every time a Bidder = offers a
bid that is better than the highest received bid, the Auctioneer
sends an inform message back to x to notify that is winning
the object Then the Auctioneer has three possibilities:

1) to broadcast to all n participants what is the new highest
offer

2) to broadcast to all n participants that there is an extension
to the original auction span

3) to declare the end of the offering phase

All these possibilities are communicated by inform mes-
sages and each of them causes different behaviors of the
Bidder agents: the first two messages leave to the Bidders
the chance to make new offers (shown in the Figure 1 by the
loop back arrows), while the last message moves the commu-
nication protocol to the next phase, the object attribution.

The object attribution phase of an English auction mecha-
nisms with continuous bidding is simple because the evalua-
tion of the best bid is completely done in the offering phase,
so the winner agent is already determined once that phase is
finished. Thus, the Auctioneer broadcasts an inform message
with the name of the winner, then wait for a confirm
message.

The next step in our analysis was to describe the behavior
of Auctioneers and Bidders of each auction mechanism, and
we decided that Pascal pseudo-code was the right tool for
this activity. Since, for space constraints, we cannot include
the pseudo-code that we have defined for both the auctioneer
and the bidders, we only include - as an example - a portion
of the code defining the core activity of the bidder’s offering
stage. This is the activity of the Bidder after receiving the
information about the current bid from the Auctioneer. The
bidder 1) updates its value model according to it; 2) evaluates
its new offer, according to the (updated) value model; and 3)
offers a new bid, if its new offer is better than the current one.
if (receive(’inform’,’present-bid(Bid)’,auctioneer) and not

I-win)
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then
Present-bid:=Bid;
update-value-model (Bid, [],Value-model) ;
New-bid:=eval-offer (Present-bid, Value-model,
Bidder—-number, End-auction) ;
if (better (New-bid, Present-Bid)
then
send (' propose’,’offer (New-bid)’, auctioneer) ;

endif

IV. IMPLEMENTATION OF THE LIBRARY OF AUCTION
MECHANISMS

Each auction mechanism in our library is constituted by
the implementation of the code of the auctioneer, and the
code for the bidders. The files that contain the auctioneer
code are named ’AUCT_type.pl’ while the files with the
bidders code are named 'GX_type.pl’, where type refers to
the auction mechanism and X is an integer. The agents are
implemented in tuProlog in the DCaseLLP environment based
on the JADE platform (http://jade.tilab.com/). The
code of the agents can be downloaded from the DCaseLP
home page (http://www.disi.unige.it/person/
MascardiV/Software/DCaseLP.html), together with
the packages that constitute DCaseLP, and the Master thesis
by D. Roggero [10] (in English) that describes the application.

The characteristics of the auctioneer that can be customized
by the user are:

Registration time. It is the duration of the registration phase
in minutes.

Acceptance of registration. The user can customize the pred-
icate that define the rules by which an agent can be accepted
as a bidder. These rules can be private of the auctioneer or
depend on an external reputation system.

Auction time. It is the duration of the offering phase in
minutes.

Alarm time. Only in the English auctions. It is the interval of
time at the end of the offering phase, during which any new
offer will trigger the extension of the auction time.
Extension time. Only in the English auctions. It is the interval
of time that the auctioneer adds to the auction time if any offer
has arrived during the alarm time.

Wait time. It is the interval of time that the auctioneer waits
for a message of confirmation from the winning bidder.
Reservation price. The reservation price is the lowest bid
accepted by the auctioneer to sell the object.

Bid comparison. The auctioneer must choose if a new bid
is better than another. The user can customize this feature to
reflect the preferences of the auctioneer over offers.
Attribution of the object. In case the auction ends with two
or more bidders owning the best offer, the auctioneer must
decide who is the real winner using a lottery whose definition
can be customized.

As far as the bidders are concerned, the characteristics of the
bidders that can be customized by the user are:
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Value Model. The value model of a bidder determines its
object’s monetary worth . The default value model imple-
mented in our bidders is the private one: the bidder asserts a
static value for the object. The user can customize this feature,
defining a predicate that calculates the object’s worth for the
bidder using both private and public information. Notice that
the software works independently of the assumption of private
value, so that other agents’ bids can be informative.

Strategy. The strategy of a bidder determines the value and the
time of its offers. It depends mainly on the value model and on
other bidder’s behavior, but other aspects can be considered,
like time and information from sources external to the auction.

In order to test our implementation, we ran all the mech-
anisms of our library with the same parameters to show that
they satisfy the RET discussed in Section II.

In each auction, the name of the auctioneer agent is of
the form ’auct_mech’ where mech is the type of auction

English auction mechanism with continuous bidding

mechanism while the names of the bidder agents are of the
form *gX_mech’ where X is a integer in the interval [1,4] and
mech is the type of auction mechanism. The complete address
will be name@Vento:1099/JADE since all the agents are
deployed on a single computer called 'Vento’. In the text
output, each agent’s output can be recognized by its address
at the beginning of the line.

In the following, we only discuss the outcomes of our
experiments with the English auction; a complete account of
the implementation of the sealed-bid mechanisms can be found
in [10]. Game theory suggests that, in an English auction with
private values, the best strategy for any bidder is to remain in
the competition, making small raising, until the price reaches
his evaluation of the object, then drop out of the auction: in this
way the winner will get the object at a price just a little higher
than the second-highest private value. In our implementation,
each bidder uses this strategy (implemented in Prolog):
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eval_-offer (Newbid) :-—
object_value (Value), present_bid(Present_bid),
Present bid < Value, New.bid is Present.bid + 1,!.

The bidder makes the evaluation of a new offer each time the
auctioneer inform all the participants that the present winning
price is changed. With this strategy, every bidder (except the
one who made the last winning bid) makes the same offer as
soon as they get the message: being in an English auction with
continuous bidding, the auctioneer will accept the first arrived
offer as the temporary winning bid (in fact, it bested the old
one by 1 euro') and discard all the subsequent identical offer
made by other bidders.

The messages on lines 318, 319, 320, 321 of Figure 2 are
inform messages that contain the present temporary best
offer. As soon as they get this message, all the bidders (except
gl who was the present winner) send propose messages
(lines 322, 323, 324) containing new identical offers calculated
with the eval_offer predicate seen before. The auctioneer
gets the first offer (line 322), sees that it is better than the
last winning bid and take it as the new winning bid (at line
325): when the auctioneer examines the other offers, it finds
that they are equal to the present winning bid, so it discards
them.

In Figure 3, we can see that, at the end of the auction, agent
g4_eng_c wins with an offer of 301. We can also note that
the auction time was expired before the real conclusion of the
competition and this has triggered the extension mechanism
that permits to establish the final price of the object; in fact,
at the end of the auction time the winner was agent g3_eng_c
with a bid of 300.

From the theorical point of view, if an English auction has
no limits of time, the best selling price will emerge for sure,
but a more realistic approach suggests to limit the duration
of the auction, like we did. This can create consequences:
for example, if the private value of at least two bidder is
much bigger than the reservation price, the extended time
could expire before the competition is over, thus denying the
individuation of the best offer and not attributing the object to
the bidder with the highest private value. This fact is inevitable
but we realized that, in this implementation, the order in which
the bidders register to the auction influences the order in which
they bid, thus giving advantage to a bidder that registered
earlier than another: this leads to an unfair attribution of the
object. Hence, we decided to implement a round-based version
of the English auction that could change this unfair behavior.
The English auction with rounds behaves like the continuous
one, apart form the attribution stage, where a fair approach to
determine the winner is adopted (more details can be found
in [10]).

We run all four auction mechanisms implemented under
common conditions to verify the RET. Examining all the
auction run, we can notice that every one of them terminated
with agent g4_eng_r as winner, thus demonstrating to be

'We assume that the granularity of the bid is 1 euro.
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efficient auctions. The two sealed bid mechanisms individuated
an auctioneer’s revenue of 300, while for the two English
mechanisms the revenue was of 301: this difference is caused
by the discrete bidding strategy that our bidders use. In fact, if
the strategy in the English auctions had been to raise the last
winning price by 0.1, then the difference between the revenues
would have been not 1 but 0.1; if the strategy had been to raise
the price by 0.01, then difference would have been 0.01; and
so on. Thus, we can say that our implementation verifies the
RET.

V. CONCLUSIONS AND FUTURE WORK

In this paper we have described the work done to develop a
library of agents for simulating auction mechanisms. We have
analyzed and implemented four different mechanisms:

o the first-price sealed-bid auction mechanism,

« the second-price sealed-bid auction mechanism,

o the open English auction mechanism with continuous

bidding,

« the open English auction mechanism with rounds.

For each auction mechanism, the interaction between auc-
tioneer and bidder has been analyzed and an Interaction
Protocol has been produced. In the design phase, the internal
behavior of each type of agent has been studied and their
customizable features have been highlighted. Each agent’s
behavior has been written down in a pseudo-Pascal listing.
Finally, each agent has been implemented with tuProlog in the
DCaseLP environment, thus achieving the goal of providing
customizable tools for simulating auction mechanisms. For
example, by modifying the reservation price of the English
auctioneer and the value model of the related bidders, it
is possible to simulate English multi-dimensional auctions.
Moreover, DCaseLLP and JADE supply many tools for analyz-
ing message exchange and debugging agent behaviors, thus
helping the user in the analysis of the bidders’ strategy.

We have ran all the implemented mechanism using risk-
neutral bidders with independent private value taken from a
uniform distribution. Under these hypothesis, Game Theory
demonstrated that there exist an optimal bidder’s strategy for
each of the implemented mechanism: we programmed our
test bidders with these strategies and we verified that all the
simulated auctions gave the same revenue to the auctioneer and
the same payoff to the bidders. The fact that RET is satisfied
(up to some error clearly due to discretization) can be seen as
a check for the correctness of the implementation.

As far as the related work is concerned, today there are
many commercial and research applications for implement-
ing real electronic auctions, or simply for simulating them.
The Trading Agent Competition (http://www.sics.se/
tac/), for example, is carried out every year, in order to
promote and encourage high quality research into the trading
agent problem, while the well-know electronic commerce
portals, eBay (http://www.ebay.com/) and Amazon
(http://www.amazon.com/), demonstrate the commer-
cial applicability of the research on agent-mediated auctions.
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fauct_eng_cBlento:1892-JADE’’ -’ 'Offerta
283’ di ’’g4_eng_c@Uento:1899/JADE’
'auct_eng_cBUento:1899-JADE’’ -’ 'Offerta
284’ di ’’g3_eng_cCUento:1899/JADE’
fauct_eng_c@Uento 1892 /JADE’'’ ' 'Of ferta
285’ di ’’g4_eng_cClento:1899/JADE’
"auct_eng_c@Uento:1892-JADE’'’ -’ ‘Of ferta
286’ di ’'’g3_eng_c@Uento:1899/JADE’
"auct_eng_c@Uento:1892-JADE’'’ ' ‘Of ferta
287’ di ’'’g4_eng_c@Uento:1899/JADE’
"auct_eng_cPUento:1892-JADE’'’ ;' ‘Of ferta
288’ di ‘’g3_eng_c@Uento:1899/JADE’
fauct_eng_cB@Uento:=1892-JADE’'’ ' ' Of ferta
289’ di ’’g4_eng_c@Uento:1899/JADE’
'auct_eng_cBlUento:189%-JADE’’ -’ 'Offerta
298’ di ’’g3_eng_c@Uento:1899/JADE’
fauct_eng_cBUento:1899-JADE’’ =’ 'Offerta
291’ di ’’g4_eng_cClento:1899/JADE’
fauct_eng_c@Uento 1892 -JADE’'’ ' ‘Of ferta
292’ di '’'g3_eng_c@Uento:1899/JADE’
fauct_eng_c@Uento:1892-JADE’’ ' ‘Of ferta
293’ di ’'’'g4_eng_c@Uento:1899/JADE’
"auct_eng_cPlUento:1892-JADE’'’ ;' ‘Of ferta
294’ di ’'’g3_eng_c@Uento:1899/JADE’
fauct_eng_cBPUento:1892-JADE’'’ ;' ‘Of ferta
2957 di ‘’g4_eng_c@Uento:1899/JADE’
"auct_eng_cBlento:-189%-JADE’’ -’ 'Offerta
296’ di ’’g3_eng_c@Uento:1899/JADE’
'auct_eng_cBUento:1899-/JADE’’ -’ 'Offerta
297’ di ’’g4_eng_cCUento:1899/JADE’
fauct_eng_cB@Uento 1892 /JADE’'’ ' 'Of ferta
298’ di ’’g3_eng_cClento:1899/JADE’
"auct_eng_c@Uento:1892-JADE’'’ ' ‘Of ferta
299’ di ’'’'g4_eng_c@Uento:1899/JADE’
fauct_eng_c@Uento:1892-JADE’'’ -’ ‘Of ferta
3A@’ di ’'’g3_eng_clUento:1899/JADE’

fauct_eng_c@Uento:1892-JADE’’ ' *Estendo

"fauct_eng_c@Uento:1892-JADE’'’ -’ ‘Of ferta
3A1’ di ’'’g4_eng_c@Uento:1899/JADE’

vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:
vincente:

vincente:

1'asta’

vincente:

fauct_eng_c@Uento:1892-JADE’ ' ' 'Asta finita’

"Uince 1l'asta 1'agente '‘g4_eng_cBlUento:
*Fine’

1899-JADE’*

Fig. 3.

English auction with continuous bidding: shell output.

con offerta di
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Despite the wide range of available applications, we decided
to implement and distribute our own, in order to implement (as
part of our future work) some extensions to the basic auction
mechanism that may benefit from the reasoning capabilities
provided by our tuProlog agents. In particular, we would be
interested in:

[1]

[3]

[4]
[5]
[6]
[7]

[8]
[9]

[10]

analyzing and implementing other less common but inter-
esting auction mechanisms, like double auctions and all-
pay auctions. The last kind of auctions is quite common,
often at a non formalised level: just considering lobbying
activities, or competition for a given (potential) boy/girl
friend...

building a society of agents, with “advertising” agents
that contain information (like starting and ending time,
type of object on sale, type of auction mechanism) on the
auctions that are going to be held and “searcher” agents
that look for interesting auction using user’s preferences
and informs the bidder.

implementing a reputation system, where reliable “notar-
ial” agents calculates the reputation of the subscribers
using other agents’ opinions and past behaviors and
making it public to the agent community.

REFERENCES

C. Sierra, “Agent-mediated electronic commerce,” Autonomous Agents
and Multi-Agent Sytems, vol. 9, pp. 285-301, 2004.

E. Astesiano, M. Martelli, V. Mascardi, and G. Reggio, “From Re-
quirement Specification to Prototype Execution: a Combination of a
Multiview Use-Case Driven Method and Agent-Oriented Techniques,”
in Proc. of SEKE’03, 2003, pp. 578-585.

I. Gungui and V. Mascardi, “Integrating tuProlog into DCaseLP to engi-
neer heterogeneous agent systems,” in Proc. of CILC 2004. Available at
http://www.disi.unige.it/person/MascardiV/Download/CILC04a.pdf.gz.
W. Vickrey, “Auction and bidding games,” in Recent advances in Game
Theory. Princeton University Conference, 1962, pp. 15-27.

R. Myerson, “Optimal auction design,” Mathematics of Operations
Research, vol. 6, pp. 58-73, 1981.

J. Riley and W. Samuelson, “Optimal auctions,” American economic
review, vol. 71, pp. 381-92, 1981.

P. Klemperer, Auctions: Theory and practice. — Princeton University
Press, 2004.

V. Krishna, Auction Theory. Academic Press, 2002.

W. Vickrey, “Counterspeculation, auctions and competitive sealed ten-
ders,” Journal of Finance, vol. 16, pp. 8-37, 1961.

D. Roggero, “Aste elettroniche in ambiente multi-agente,” Master’s
thesis, DISI, University of Genoa, Italy, 2005.

163



WOA 2005

164

Social roles, from agents back to objects
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Abstract— In this paper we introduce a new view on roles
in Object Oriented programming languages. This view is based
on an ontological analysis of roles and attributes to roles the
following properties: first, a role is always associated not only
with an object instance playing the role, but also to another object
instance which constitutes the context of the role and which we
call institution. Second, the definition of a role depends on the
definition of the institution which constitutes its context. Third,
this second property allows to endow players of roles with powers
to modify the state of the institution and of the other roles of the
same institution. As an example of this model of roles in Object
Oriented programming languages, we introduce a role construct
in Java. We interpret these three features of roles in Java as the
fact that, first, roles are implemented as classes which can be
instantiated only in presence of an instance of the player of the
role and of an instance of the class representing the institution.
Second, the definition of a class implementing a role is included in
the class definition of the institution the role belongs to. Thirdly,
powers are methods of roles which can access private fields and
methods of the institution they belong to and of the other roles
of the same institution.

I. INTRODUCTION

The concept of role is used quite ubiquitously in Com-
puter Science: from databases to multiagent systems, from
conceptual modelling to programming languages. According
to Steimann [18], the reason is that even if the duality
of objects and relationships is deeply embedded in human
thinking, yet there is evidence that the two are naturally
complemented by a third, equality fundamental notion: that of
roles. Although definitions of the role concept abound in the
literature, Steimann maintans that only few are truly original,
and that even fewer acknowledge the intrinsic role of roles
as intermediaries between relationships and the objects that
engage in them. There are three main views of role:

« Names for association ends, like in UML or in Entity-
Relationship diagrams.
« Dynamic specialization, like in the Fibonacci [2] pro-
gramming language.
« Adjunct instances, like in the DOOR programming lan-
guage [22].
The two last views are more relevant for modelling roles in
programming languages. Both of them have pros and cons. For
example, dynamic specialization captures the dynamic relation
between a class and a role which can be played by it (e.g.,
a person can become a student), but it less easily models the
intuition that roles can have their own state (e.g., an employee
has a different phone number than the person playing that

Leendert van der Torre

CWI Amsterdam and Delft university of Technology

Email: torre@cwi.nl

role). In contrast, roles as adjunct instances can obviously
have their own state, but they may pose problems when role
instances are detached from the object which plays the role.

There is a wide literature on the introduction of the notion of
role in programming languages. However, most works, starting
from Bachman and Daya [3]’s revision of database models,
extend programming languages with roles starting from prac-
tical considerations. In contrast, the research question of this
paper is the following: How to introduce in an Object Oriented
programming language a notion of role which is ontologically
well founded? We refer to the ontological analysis of the
notion of role made in [7], [5], [6]. According to that proposal,
roles have the following properties:

o Roles are always associated both to an object instance
playing the role, and to another object instance which
constitutes the context of the role and which we call the
institution.

o The definition of a role depends on the definition of the
institution which constitutes its context.

o This second property allows to endow players of roles
with powers to modify the state of the institution and of
the other roles of the same institution.

For example, the role student has a person as its player
and it is always a student of a school, a president is always
the president of an organization, a customer can be played by
a person or an organization, and it is always a customer of
an enterprise. In contrast, almost all current approaches focus
only on the relation between the role and its player.

The methodology we follow is to introduce a new pro-
gramming construct in a real programming language, Java,
one of the most used Object Oriented languages and one of
the most principled. To prove its feasibility, we translate the
new language, called powerJava, to pure Java by means of a
precompilation phase.

The role construct we introduce in Java promotes the sepa-
ration of concerns between the core behavior of an object and
its context dependent behavior. In particular, the interaction
among a player object, the institution and the other roles is
encapsulated inside the role the object plays.

In Section Il we summarize the ontological definition of
roles while, in Section Ill, we introduce roles Java with
powerJava. Related work and conclusion end the paper.



WOA 2005

Il. FOUNDATION, DEFINITIONAL DEPENDENCE, AND
POWERS

The distinguishing features of roles in [7], [5], [6] are their
foundation, their definitional dependence from the institution
they belong to, and the powers attributed to the role by the
institution. Consider the roles student and teacher. A student
and a teacher are always a student and a teacher of some
school. Without the school the roles do not exist anymore:
e.g., if the school goes bankrupt, the actors (e.g. a person)
of the roles cannot be called teachers and students anymore.
The institution (the school) also specifies the properties of the
student, which extend the properties of the person playing the
role of student: the school specifies its enrollment number, its
email address, its scores at past examinations, and also how
the student can behave. For example, the student can give
an exam by submitting some written examination. A student
can make the teacher evaluate its examination and register the
mark because the school defines both the student role and
the teacher’s role: the school specifies how an examination
is evaluated by a teacher, and maintains the official records
of the examinations. Otherwise the student could not have
an effect on the teacher. But in defining such actions the
school empowers the person who is playing the role of student:
without being a student the person has no possibility to give
an examination and make the teacher evaluate it.

This example highlights the following properties that roles
have in our model [7], [5], [6]:

« Foundation: a (instance of) role must always be associ-
ated with an instance of the institution it belongs to (see
Guarino and Welty [10]), besides being associated with
an instance of its player.

« Definitional dependence: The definition of the role must
be given inside the definition of the institution it belongs
to. This is a stronger version of the definitional depen-
dence notion proposed by Masolo et al. [14], where the
definition of a role must use the concept of the institution.

« Institutional empowerment: the actions defined for the
role in the definition of the institution have access to the
state and actions of the institution and of the other roles:
they are powers.

Moreover, as Guarino and Welty [10] notice, contrary to
natural classes like person, roles lack rigidity: a player can
enter and leave a role without losing its identity; a person can
stop being a student but not being a person. Finally, Steimann
[19]’s highlights that a role can be played by different kinds
of actors. For example, the role of customer can be played by
instances both of person and of organization, i.e., two classes
which do not have a common superclass. The role must specify
how to deal with the different properties of the possible actors.
This requirement is in line with UML, which relates roles and
interfaces as partial descriptions of behavior.

This last property compels to avoid modelling roles as
dynamic specializations as, e.g., [2], [9] do. If customer were a
subclass of person, it could not be at the same time a subclass
of organization, since person and organization are disjoint
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classes. Symmetrically, person and organization cannot be
subclass of customer, since a person can be a person without
ever becoming a customer.

I1l. INTRODUCING ROLES IN JAVA: POWERJAVA

Roles are useful in programming languages for several
reasons, from dealing with the separation of concerns between
the core behavior of an object and its interaction possibilities,
to reflecting the ontological structure of domains where roles
are present, from modelling dynamic changes of behavior in
a class to fostering coordination among components.

In our proposal, we model roles as instances of role classes,
which can be associated at runtime with objects which can play
arole. However, roles are special kind of objects, and instances
of role classes do not exist on their own, but they always
require to be associated with an object instance of its player
and an object instance of the related institution. The relations
of a role with these two instances are different. Concerning
the former relation, the player of the role is an object whose
properties and behavior are extended when it is seen under the
perspective of the role. Moreover , the role does not affect the
core behavior. In contrast, concerning the latter relation, the
object instance which represents the institution which the role
belongs to gives the role powers: the role is enabled to access
the institution’s own state and the state of the other roles via
its methods; thus, role’s behavior can effect the institution’s
behavior. Accessing the institution’s state is possible only if
the classes defining it and its roles are connected. This is what
it is called definitional dependence and it requires that the role
class belongs to the namespace of the institution class.

Analogously to classes and interfaces in OO, we distinguish
the role implementation in an institution from the role defini-
tion (both powers and requirements). A role implementation
should implements the role powers definition while a player
should implements a role requirements definition.

Finally, the constraint of foundation requires that the cre-
ation of a role instance involves both an institution instance
and an object instance. A power can be invoked from a role
only by specifying the role which the player had to play. Note
that an object can play not only several roles, but also the same
role in different institutions at the same time. Hence, the role
under which a player is seen must be specified using not only
the role but also the institution instance.

In this paper we extend Java with these desired features
of roles in OO programming languages. In summary, in our
proposal, first a role is defined specifying what is requested
to play a role and what is offered by a role by an abstract
definition similar to a Java interface. Second, since Java inner
classes allow a class to belong to the namespace of another
class, we use them to give powers to roles in institutions.
Moreover, implementing a role definition as an inner class
of an outer class defining an institution parallels exactly
the definitional dependence. Third, the association of a role
instance with an institution instance can be dealt with the
implicit reference in Java of an inner class from its outer class.
So we are left only to deal explicitly with the association of a
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interface StudentReq //Student’s requirenments
{ String getName();
int getSocial SecNunber(); }

rol e Student playedby StudentReq
{ String getName();
voi d takeExan(int exanCode,
int getMark(int exanCode); }

/1 Student’s powers

HomeVork hwk) ;

interface Teacher Req
{ String getName();
int get Soci al SecNunber () ;
int getQualificationNunber();
int read(HomeWsrk hwk); }

/] Teacher’s requirenents

rol e Teacher playedby Teacher Req
{ String getName();
int eval HoneWor k( HomeWor k hwk); }

/'l Teacher’s powers

Fig. 1. Definition of roles and their requirements.

role instance with a player instance, to complete foundation.
Finally, seeing an object under a role is paralleled with type
casting in Java.

A. The definition of roles

The definition of a role has to specify both what is required
to play the role and which powers the player have in the
institution the role will be implemented. In order to make role
systems reusable, it is necessary that a role is not played by a
class only. For Steimann and Mayer [20], roles define a certain
behavior or protocol demanded in a context independently
of how or by whom this behavior is to be delivered (and,
we add, roles also empowers the player in the context).
Thus, roles must be specified independently of the particular
classes playing the role, so that the objects which can play
the role might be of different classes and can be developed
independently of the implementation of the role. This is a
form of polymorphism. In order to achieve such polymorphism
we associate with a role descriptions of classes listing the
signatures of the methods which are requested to and object
in order to play a role. We, thus, have that a role definition
must express, first, the methods required to objects playing
the role: requirements. For the instances of a class to play a
role, the class must offer some methods. These are specified
by the role as an interface. Second, the methods offered to
objects playing the role: powers. If an object of a class offering
the requirements, plays the role, it is empowered with these
new methods. The definition of a role using the keyword
rol e is similar to the definition of an interface; it is the
specification of the powers acquired by the role in the form of
abstract methods signatures. The only difference is that the role
definition by means of the keyword pl ayedby refers also to
another interface, that in turn specifies the requirements which
an object playing the role must satisfy.

In Figure 1, the definitions of the roles Student and
Teacher are introduced. The roles specify, like an interface,
the signatures of the methods that correspond to the powers
that are assigned to the objects playing the role. For example,
returning the name of the St udent (get Nane), submitting
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an homework as an examination (t akeExam, and so forth.
Moreover, we couple a role definition with the specification
of its requirements by the keyword pl ayedby. This specifi-
cation is given by means of the name of a Java interface, e.g.,
St udent Req, imposing the presence of methods get Nane
and get Soci al SecNum (his social security number).

B. Institutions and definitional dependence

In [7], [5], [6] roles are always associated with an instance
of, and are definitionally dependent on, an institution. Roles
add powers to objects playing the roles. Power means the
possibility to modify also the state of the institution which
defines the role and the state of the other roles defined in
the same institution. In our running example, we have that
the method for taking an exam in the school must be able
to modify the private state of the school. For example, if
the exam is successful, the grade should be added to the
registry of exams in the school by the teacher. Analogously, the
student’s method for taking an exam can invoke the teacher’s
method of evaluating an examination. Powers, thus, seems to
violate the standard encapsulation principle, where the private
variables are visible to the class they belong to only. However,
here, the encapsulation principle is preserved: all roles of an
institution depend on the definition of the institution; so it
is the institution itself which gives to the roles access to its
private fields and methods. Since it is the institution itself
which defines its roles, there is no risk of abuse by part of
the role of its access possibilities. Enabling a class to belong
to the namespace of another class without requiring it to be
defined as friend is achieved in Java by means of the inner
class construct. Thus, we extend the notion of inner class
to allow roles to be implemented inside an institution (the
outer class). The inner class construct is extended with the
keyword real i zes which specifies the name of the role
definition the inner class is implementing. An institution is
simply a class with an inner class realizing roles in the very
same way as a class implements an interface. In Figure 2,
St udent | npl (Teacher I npl ) realizes the role definition
St udent (Teacher), inside the institution School . Note
that, a role (implementation) could itself be an institution with
its own role implementations, it could enact other roles and,
analogously, an institution could play a role. Moreover, roles
can be implemented in different ways in the same institution.

Since the behavior of a role instance depends on the player
of the role, in the method implementation, the player instance
can be retrieved via a new reserved keyword: t hat . So this
keyword refers to that object which is playing the role at
issue, and it is used only in the role implementation. The
value of t hat is initialized when the constructor of the role
implementation is invoked. The referred object has the type
defined by the role requirements or a subtype. We do not need
a special expression for creating instances of the inner classes
implementing roles, because we use the Java inner classes
syntax: starting from an institution instance (or from a class
name in case of static inner classes), the keyword new allows
the creation of an instance of the role as an instance of the
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cl ass School {

}

private int[][]
private Teacher[]

mar ks;
t eachers;

private String school Nane;

publ i c School

}

cl ass Student| npl

}

cl ass Teacher| npl

}

(String school Nane) {
t hi s. school Nanme = school Nan®;

real i zes Student {
private int studentlD;
public int getStudentlID() {

return studentlD;

}
public void takeExam(int exanCode;
mar ks[ st udent | D] [ examCode] =
t eacher s[ exanCode] . eval HoneWor k( hwk) ;

}
public String getName() {
return that.getName() +
", student at " + school Nane;
}

real i zes Teacher {
private int teacherlD

public int getTeacherlD() { return teacherlD; }

public int eval HomeWr k( HomeWor k hwk) {
mark = that.read(hwk);
return nmark;

}
public String getName() {
return that.getName() +
+ school Nane;
}

", teacher at

class Person inplenents StudentReq {
private String nane;
private int social SecNunber;

}

public Person(String nane,

public String getName() {

this. name = nane;
t hi s. soci al SecNunber = soci al SecNunber; }

return name; }

public int getSocial SecNumber () {

}

return social SecNunber;

class QualifiedPerson extends Person

}

i mpl enents Teacher Req {

private int qualificationNunber;
public QualifiedPerson(String nane,

int soci al SecNumber,
int qualificationNurmber) {
super (name, soci al SecNunber);
this.qualificati onNunber

}
public int getQualificationNunber() {

}

public int

return qualificati onNunber;

read( HomeWork hwk) { ... }

Fig. 2. Definition of an institution and its role implementations.

int social SecNunber) {

= qualificationNunber;
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class TestRole {
public static void main(String[] args) {

Person chris = new Person("Christine", 1234);
Person george =

new Qualifi edPerson("Ceorge", 5678, 9876);
School harvard = new School ("Harvard");
School mt = new School ("M T");
harvard. new Student ! npl (chris);
harvard. new Teacher | npl (george);
m t.new Teacher | npl (george);
String x =

((harvard. Student | npl) chris).getNane();
String y =

((harvard. Teacher |l npl) george).get Name();
String z =

((Teacher) (m t. Teacher!| npl) george). get Nane()
((harvard. Studentlnmpl) chris).takeExan. )

}

HomeWor k hwk) { }

Fig. 3. Using roles.

inner class, e.g., harvar d. new Student | npl (chri s)
in Figure 3. Note that, all the constructors of role implementa-
tions have at least a (implicit) parameter which must be bound
to the player of the role and become the value of t hat .

In order for an object to play a role it is sufficient that it
conforms to the role requirements. Since the role requirements
are a Java interface, it is sufficient that the class of the object
implements the methods of such an interface. In Figure 2,
the class Per son can play the role St udent, because it
conforms to the interface St udent Req by implementing it.

C. Exercising the powers of a role

A role represents a perspective on an object. An object
has different (or additional) properties when it is seen in the
perspective of a certain role, and it can perform new activities,
which we call powers, as specified by the role definition.
In Steimann [18]’s terminology, a role is a type specifying
behavior.

When an object is seen under the perspective of a role,
we want that the object has a specific state for it. This state
is different from the player’s one, it is specific to each role
in each institution, and it can evolve with time by invoking
methods on the roles (or on other roles of the same institution
as we have seen in the running example). This state is given by
a role instance which is associated with the player. Since a role
represents the perspective on an object, the object playing the
role should be able to invoke the role’s methods without any
explicit reference to the instance of the role. In this way the
association between the object instance and the role instance is
transparent to the programmer. The object should only specify
in which role it is invoking the method. For example, if a
person is a student and a student can be asked to return its
enrollment number, we want to be able to invoke the method
on the person as a student without referring to the student role
instance.

The same methods will have a different behavior according
to the role which the object plays when they are invoked.
On the other hand, methods of a role can exhibit different
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behaviors according to whom is playing it. So a method of
student returning the name of the student together with the
name of the school returns different values for the name
according to whom is playing the role of student. This is
possible since the implementation of methods representing
powers uses the methods required by the role to its player
in order to play the role. These required methods obviously
can access the state of the player since they are part of the
implementation of the player.

Roles are always roles in an institution. Hence, an object
can play at the same moment the same role more than once,
albeit in different institutions. Instead, we do not consider the
case of an object playing the same role more than once in
the same institution. An object can play several roles in the
same institution. In order to specify the role under which an
object is referred, we evocatively use the same terminology
used for casting by Java: we say that there is a casting from
the object to the role. However, to refer to an object in a certain
role, both the object and the institution where it plays the role
must be specified. We call this methodology role casting. Type
casting in Java allows to see the same object under different
perspectives while maintaining the same structure and state.
In contrast, role casting views an object as having a different
state and different behaviors when playing different roles. So,
the last syntactic change in powerJava is the introduction of
role casting expressions extending the original Java syntax
for casting. A role cast specifies both the role and the in-
stance of the institution the role belongs to. For example, in
(harvard. Teacher | npl ) geor ge, in Figure 3, the per-
son geor ge is casted to its role har var d. Teacher | npl
of type School . Teacher | npl. It is important to ob-
serve that role casting is done to the inner class im-
plementing the role but the role instance can always be
type casted to the role as well as it can be done with
Java interfaces: (( Teacher) (harvard. Teacher | npl)
geor ge) . get Nane() . While in the previous case it was
possible to use all the methods of the specific implementation,
in this case, only the methods that are specified in the role
definition can be applied.

IV. TRANSLATING ROLES IN JAVA

In this section we provide a translation of the role construct
into Java. This is done by means of a precompilation phase, as,
e.g., Guillen-Scholten et al. [11] propose for introducing com-
ponents and channels in Java, or in the way inner classes are
implemented in Java. The precompiler has been implemented
by means of the tool javaCC, provided by Sun Microsystems
[1]. The translation of the example is shown in Figures 4-7.

The role definition is simply an interface (see Figure 4) to be
implemented by the inner class defining the role. So the role
powers and its requirements form a pair of interfaces used
to match the player of the role and the institution the role
belongs to. The relation between the role interface and the
requirement interface is used in the constructor of an inner
class implementing a role. The requirement interface is used
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interface Student {
String get Nanme();
voi d takeExan(int exanCode,
int getMark(int examCode);

}

interface Teacher {

String get Nane();

i nt eval HomeWor k( HomeWor k hwk) ;
}

HomeWor k hwk) ;

Fig. 4. Translation of role definitions.

cl ass School {
private int[][] marks;
private String school Nane;

class Student!npl inplenments Student {
StudentReq that; // Added by the preconpiler
public Studentlnpl (StudentReq that) {
this.that = that; // Added the by preconpiler
((njectWthRoles)this.that).
set Rol e(this, School.this);

/Il role’s fields and nethods ...

cl ass Teacher | npl
Teacher Req that;

i mpl ements Teacher {
/1 Added by the preconpiler
public Teacherlnpl (TeacherReq that) ({
this.that = that; // Added by the preconpiler
((OnjectWthRol es)this.that).
set Rol e(this, School.this);

} I/ role’s fields and nmethods ...
} // institution's fields and nethods ...

Fig. 5. Translation of an institution.

to constrain the creation of role instances relatively to players
that conform to the requirements.

When an inner class implements a role (see Figure 5), the
role specified by the r eal i zes keyword is simply added to
the interfaces implemented by the inner class. The correspon-
dence between the player and the role object, represented by
the construct t hat , is precompiled in a field called t hat
of the inner class. If the inner class implements the role
St udent the variable is of type St udent Req. This field is
automatically initialized by means of the constructors which
are extended by the precompiler by adding a first parameter
to pass the suitable value. The constructor adds to its player
t hat also a reference to the role instance (by means of
set Rol e method). The remaining link between the instance
of the inner class and the outer class defining it is provided
automatically by the language Java (School .t hi s in our
running example).

To play a role an object must be enriched by some methods
and fields to maintain the correspondence with the different
role instances it plays in the different institutions (see Fig-
ure 6). Since every object can play a role, it is worth noticing
that the ideal solution would be that the Cbj ect class offered
directly these features.

Every object can play many roles simultaneously. This is
obtained by adding, at precompilation time, to every class a
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interface ObjectWthRoles {
public void setRol e(Cbject pw, bject inst);

public Object getRole(Object inst, String pw);
}
class Person inpl enents StudentReq,
Teacher Req, bj ect WthRoles {
/** Added by the preconpiler: BEA N */

private java.util.Hashtable roleslist =
new j ava. util.Hashtabl e();
public void setRol e(Cbject pw, Object inst) {
rol eslist. put(inst.hashCode() +
pw . getd ass().get Name(), pw);

}
public Object getRol e(Object inst, String pw) {
return rol eslist.get(inst.hashCode() +
inst.getC ass().getNane() + "$" + pw);

}
/** Added by the preconpiler: END */

private String nane;
private int social SecNunber;

public String getName() {
return nane;

}
public int getSocial SecNunber () {
return soci al SecNunber;

}
}

Fig. 6. Translation of players.

structure for book-keeping its role instances. This structure can
be accessed by the methods whose signature is specified by
the Obj ect Wt hRol e interface. The two methods that are
introduced by the precompiler are set Rol e and get Rol e
which respectively adds a role to an object specifying where
the role is played and returns the role played in the institution
passed as parameter. Further methods can be added for using
single institutions, leaving a role, transferring it, etc.

We present one possible implementation of these meth-
ods which is supported by a private hashtable rol el i st.
As key in the hashtable we use the institution instance
address and the name of the inner class. Role casting
is precompiled using the get Rol e method. The expres-
sion referring to an object in its role (a Person as a
Teacher, e.g.,, (harvard. Teacher | npl) george) is
translated into the selector returning the reference to the
inner class instance, representing the desired role with re-
spect to the specified institution. The translation will be
geor ge. get Rol e(harvard, "Teacherlnpl") (see
Figure 7). The string " Teacher | npl ", that is the name of
the inner class that implements the role inside the institution
School , is provided because in our solution it is used as a
part of the index and, therefore, it is necessary in order to
retrieve the proper definition of the role.

Note that, the interfaces that implement the requirements of
arole extend the interface Gbj ect W t hRol es (see Figure 6.
This interface requires that the players implement the methods
for book-keeping their roles. Observe that if the Java Qbj ect
class supplied these features, this extension would not be
necessary.
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Person chris = new Person("Christine");
Person george = new Person("CGeorge");
School harvard = new School ("Harvard");
School mt = new School ("M T");
harvard. new Student | npl (chris);
harvard. new Teacher | npl (george);
m t.new Teacher | npl (george);
String x = ((School . Studentlnpl) chris.
get Rol e(harvard, "Studentlnpl")).getNane());
String y = ((School . Teacher| npl) george.
get Rol e(harvard, "Teacherlnpl")).getNane());
String z = ((Teacher)(School . Teacher| npl) george.
getRol e(mt, "Teacherlnpl")).getNane());

ttéchool . Student!lnpl) chris.
get Rol e(harvard, "Studentlnpl")).takeExan(...,...

Fig. 7. Translation of the use of roles.

V. CONCLUSIONS AND RELATED WORK

In this paper we introduce a new view on roles in OO
programming languages based on an ontological analysis of
the notion of role. We introduce this model of roles in an
extention of Java, called powerJava. Many works on the
introduction of roles in programming languages [2], [9], [8],
[16] consider roles as dynamic specializations of classes, e.g.,
a customer is seen as a specialization of the class person. This
methodology does not capture the fact that a role like customer
can be played both by a person and by an organization (that is
not a person). Roles as specializations prevent realizing that
a role is always associated not only with a player, but also
to an institution, which defines it. This intuition sometimes
emerges also in these frameworks: in [16] the authors say “a
role is visible only within the scope of the specific application
that created it”, but context are not first class citizens like
institutions are in our model.

Some other works adopt a closer methodology: roles are
seen as instances which are associated with objects. Wong
et al. [22] introduce a parallel role class hierarchy connected
by a “played-by” relationship to the object class hierarchy.
However, they fail to capture the intuition that a role depends
on the context defining it. Moreover, the method lookup as
delegation they adopt has a troublesome implication: when
a method is invoked on some object in one of its roles, the
meaning of the method can change depending on all the other
roles played by the object. This is not a desired feature in a
language like Java.

In [13] it is recognized that a role depends on its player
and that the properties of the role are present only due to the
perspective the role is seen from. However, they consider roles
as a form of specialization, albeit one distinguishing the role
as an instance related to but separated from its player. As a
consequence, the properties of the role include the properties
inherited from its player. This idea conflits with our position,
which we adopt from Steimann [21], of roles as interfaces:
roles are partial descriptions of behavior, they shadow the other
properties of their players, rather than inheriting them.

Our approach share the idea of gathering roles inside wider
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entities with languages like Object Teams [12] and Caesar
[15]. However, these languages emerge as refinements of
aspect oriented languages aiming at resolving some of their
practical limitations. Aspects fit our conceptual model as well:
e.g., when the execution of methods gives raise, by advice
weaving, to the execution of a method of a role, in our model
this means that the actions of an object playing a role “count
as” actions executed by the role itself. Finally, our notion of
role, as a double-sided interface, bears some similarities with
Traits [17] and Mixins. However, they are different as, with a
few exceptions, e.g., [4], they are not used to extend instances,
like roles do, but classes.
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Abstract— The paper presents a proposal for the specification
and verification of systems of communicating agents in a tem-
poral logic. The proposal is based on a social approach to agent
communication, where communication is described in terms of
changes to the social state, and interaction protocols are defined
by a set of temporal constraints, which specify the effects and
preconditions of the communicative actions on the social state.
The paper addresses the problem of combining protocols to define
new more specialized protocols and exploits this idea in the
specification of clinical guidelines.

I. INTRODUCTION

Agent technology has been rapidly developing in the last
decade to answer the needs for new conceptual tools for
modelling and developing complex software systems and it
has given rise to a large amount of literature [6]. Autonomous
agents can communicate, cooperate and negotiate using com-
monly agreed communication languages (ACLs) and proto-
cols. The issue of interoperability has lead to the development
of standardized agent communication languages, including
KQML [21] and FIPA-ACL [4]. One of the central issues in the
field concerns the specification of conversation policies, which
govern the communication between software agents in an
agent communication language (ACL). Conversation policies
(or interaction protocols) define stereotypical interactions in
which ACL messages are used to achieve communicative
goals.

The specification of interaction protocols has been tradi-
tionally done by making use of finite state machines, but the
transition net approach has been soon recognized to be too
rigid to allow for the flexibility needed in agent communi-
cation [24], [16]. For these reasons, several proposals have
been put forward to address the problem of specifying (and
verifying) agent protocols in a flexible way. One of the most
promising approaches to agent communication, first proposed
by Singh [28], is the social approach [1], [8], [18], [24]. In
the social approach, communicative actions affect the “social
state” of the system, rather than the internal (mental) states
of the agents. The social state records social facts, like the
permissions and the commitments of the agents.

In this paper we present a temporal approach to the specifi-
cation and verification of interaction protocols among agents.
Temporal logics are extensively used in the area of reasoning
about actions and planning [2], [14], [11], [26], [3], and, in
particular, they have been used in the specification and in the
verification of systems of communicating agents. In [34], [22]

agents are written in MABLE, an imperative programming lan-
guage, and the formal claims about the system are expressed
using a quantified linear time temporal BDI logic and can
be automatically verified by making use of the SPIN model
checker. Guerin in [17] defines an agent communication frame-
work which gives agent communication a grounded declarative
semantics. In such a framework, temporal logic is used for
formalizing temporal properties of the system. Our theory
for reasoning about communicative actions is based on the
Dynamic Linear Time Temporal Logic (DLTL) [19], which
extends LTL by strengthening the until operator by indexing
it with the regular programs of dynamic logic. As a difference
with [34] we adopt a social approach to agent communication.
The dynamics of the system emerges from the interactions of
the agents, which must respect permissions and commitments
(if they are compliant with the protocol). The social approach
allows a high level specification of the protocol, and it is well
suited for dealing with “open” multi-agent systems, where the
history of communications is observable, but the internal states
of the single agents may not be observable.

The paper provides an overview of the approach developed
in [12], [13], and describes the different kinds of verification
problems which can be addressed, which can be formalized
either as validity or as satisfiability problems in DLTL. These
verification tasks can be automated by making use of Biichi
automata. In particular, we can make use of the tableau-based
algorithm presented in [10] for constructing a Biichi automaton
from a DLTL formula. The construction of the automata can
be done on-the-fly, while checking for the emptiness of the
language accepted by the automaton. As for LTL, the number
of states of the automata is, in the worst case, exponential in
the size of the input formula. We discuss the applicability of
this approach to the specification of clinical guidelines.

II. DYNAMIC LINEAR TIME TEMPORAL LOGIC

In this section we shortly define the syntax and semantics
of DLTL as introduced in [19]. In such a linear time temporal
logic the next state modality is indexed by actions. Moreover,
(and this is the extension to LTL) the until operator is indexed
by programs in Propositional Dynamic Logic (PDL).

Let ¥ be a finite non-empty alphabet. The members of 3 are
actions. Let X* and X be the set of finite and infinite words
on X, where w = {0,1,2,...} and let ¢ denote the empty
word. Let ¥ =X* U X¥. We denote by o, ¢’ the words over
3 and by 7,7’ the words over ¥*. Moreover, we denote by
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< the usual prefix ordering over ¥* and, for u € X°°, we
denote by prf{u) the set of finite prefixes of w.

We define the set of programs (regular expressions) Prg(3)
generated by X as follows:

Prg(X) i=a | m +m | myme | 7

where a € ¥ and 71, mo, ™ range over Prg(X). A set of finite
words is associated with each program by the mapping [[]] :
Prg(¥) — 2%, which is defined as usual.

Let P = {p1,pa, ...} be a countable set of atomic proposi-
tions. The set of formulas of DLTL(Y) is defined as follows:

DLTL(Y) :=p | ~a | aV B | U™

where p € P and «, 3 range over DLTL(X) and 7 ranges over
Prg(%).

A model of DLTL(Y) is a pair M = (o, V) where o € 3¢
and V : prf(c) — 27 is a valuation function. Given a model
M = (0,V), a finite word 7 € prf(c) and a formula «, the
satisfiability of a formula « at 7 in M, written M, 7 = «, is
defined as follows:

o« M,TE=piff pe V(r);

o M,7E —aiff M, [~ o

e MiTEaVBiff M7 Eaor M, 7 E £;

o M, 7 = ald™ 3 iff there exists 7/ € [[x]] such that 77/ €
prf(o) and M, 77" |= 3. Moreover, for every 7" such
that e < 77" < 7'', M, 77" |= a.

A formula « is satisfiable iff there is a model M = (o,V)
and a finite word 7 € prf(o) such that M, 7 = a.

The formula o™ is true at 7 if “« until 5” is true on a
finite stretch of behavior which is in the linear time behavior
of the program 7.

The derived modalities (7) and [7] can be defined as
follows: (m)a = TU™« and [rr]ae = —({m)—a.

Furthermore, if we let ¥ = {ay,...,a,}, the U, O (next),
<& and O operators of LTL can be defined as follows: Qa =
Viesla)a, aldf = ad®= 3, Ca=TUa, Oa=-C"-a,
where, in U=, ¥ is taken to be a shorthand for the program
a1 + ...+ a,. Hence both LTL(X) and PDL are fragments
of DLTL(X). As shown in [19], DLTL(Y) is strictly more
expressive than LTL(X). In fact, DLTL has the full expressive
power of the monadic second order theory of w-sequences.

III. PROTOCOL SPECIFICATION

In the social approach an interaction protocol is specified by
describing the effects of communicative actions on the social
state, and by specifying the permissions and the commitments
that arise as a result of the current conversation state.

Let us shortly recall the action theory developed in [11] that
we use for the specification of interaction protocols.

Let P be a set of atomic propositions, the fluents. A fluent
literal | is a fluent name f or its negation —f. Given a fluent
literal I, such that [ = f or | = —f, we define |I| = f. We
will denote by Lit the set of all fluent literals.

'We define 7 < 7/ iff 37" such that 77"/ = 7. Moreover, 7 < 7' iff
7<7'and T #£ 7.
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A domain description D is defined as a tuple (I, C), where
II is a set of action laws and causal laws, and C is a set of
constraints.

Action laws in II have the form: O(a — [a](3), with a € &
and «, @ arbitrary formulas, meaning that executing action «
in a state where precondition « holds causes the effect 3 to
hold.

Causal laws in II have the form: O((a A OB) — O7),
meaning that if « holds in a state and 3 holds in the next state,
then v also holds in the next state. Such laws are intended to
expresses “causal” dependencies among fluents.

Constraints in C are arbitrary temporal formulas of DLT'L.
In particular, the set of constraints includes precondition laws
of the form: O(« — [a].L), meaning that the execution of an
action a is not possible if « holds. (i.e. there is no resulting
state following the execution of a if o holds). Observe that,
when there is no precondition law for an action, the action is
executable in all states.

Action laws and causal laws describe the changes to the
state. All other fluents which are not changed by the actions
are assumed to persist unaltered to the next state. To cope with
the frame problem, the laws in II, describing the (immediate
and ramification) effects of actions, have to be distinguished
from the constraints in C and given a special treatment. In
[11], we defined a completion construction which, given a
domain description, introduces frame axioms in the style of
the successor state axioms introduced by Reiter [27]. The
completion construction is applied only to the action laws and
causal laws in II and not to the constraints. In the following
we call Comp(II) the completion of a set of laws II.

Let us now provide the specification of the Contract Net
protocol [4].

Example 1: The Contract Net protocol begins with an
agent (the manager) broadcasting a task announcement (call
for proposals) to other agents viewed as potential contractors
(the participants). Each participant can reply by sending either
a proposal or a refusal. The manager must send an accept
or reject message to all those who sent a proposal. When a
contractor receives an acceptance it is committed to perform
the task.

Let us consider first the simplest case where we have only
two agents: the manager (M) and the participant (P). The two
agents share all the communicative actions, which are: ¢fp (the
manager issues a call for proposals for task T), accept and
reject whose sender is the manager, refuse and propose whose
sender is the participant, inform_done by which the participant
informs the manager that the task has been executed and
end_protocol by which the manager declares the completion
of the protocol.

The social state contains the following domain specific flu-
ents: CN (which is true during the execution of the protocol),
task (whose value is true after the task has been announced),
replied (the participant has replied), proposal (the participant
has sent a proposal), acc_rej (the manager has sent an accept
or reject message to the participant) accepted (the manager has
accepted the proposal of participant) and done (the participant
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has performed the task). Such fluents describe observable facts
concerning the execution of the protocol.

We also introduce special fluents to represent base-level
commitments of the form C(4, j, o), meaning that agent ¢ is
committed to agent j to bring about o, where « is an arbitrary
formula, or they can be conditional commitments of the form
CC(i, 4,8, «) (agent i is committed to agent j to bring about
«, if the condition [ is brought about). The two kinds of base-
level and conditional commitments we allow are essentially
those introduced in [35]. For modelling the Contract Net
example we introduce the following commitments

C (P, M,replied) C(M,P,acc_rej)
C(i,M,done) C(M, P, task)
and conditional commitments
CC(P, M, task,replied)
CC(M, P, proposal, acc_rej)
CC(i, M, accepted, done).

Some reasoning rules have to be defined for cancelling
commitments when they have been fulfilled and for dealing
with conditional commitments. We introduce the following
causal laws:

D(OO( - O_‘C(ivj’ Oé))

O0(Oa — O~CC(i, j, 8, )

O((CC(i, 4, 8,0) NOB) —

O(C(Zv Js a) A _'CC(ivja /61 a)))
A commitment (or a conditional commitment) to bring about
« 18 cancelled when « holds, and a conditional commitment
CC(i,j,8,a) becomes a base-level commitment C(4, 5, «)
when [ has been brought about.
Let us now describe the effects of communicative actions

by the following action laws:

Olefp](task ACN ANCC (M, P, proposal, acc_rej))
Olaccept]acc_rej
[reject]acc_rej
[refuse]replied
[propose](replied A proposal A
CC(P, M, accepted, done))

O[in form_doneldone

Olend_protocol(CN)|-CN
The laws for action cfp add to the social state the information
that a call for proposal has been done for the task, and that,
if the manager receives a proposal, it is committed to accept
or reject it.

The permissions to execute communicative actions in each
state are determined by social facts. We represent them by
precondition laws. Preconditions on the execution of action
accept can be expressed as:

O
O
O

O(=CN V —proposal V acc_rej — [accept] L)
meaning that action accept cannot be executed outside the
protocol, or if a proposal has not been done, or if the manager
has already replied. Similarly we can give the precondition
laws for the other actions:

O(-CN V task — [cfp]L)

O(=CN V —proposal V accrej — [reject] L)
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O(=CN V —task V replied — [refuse] L)
O(—~CN V —task V replied — [propose] L)
O(—CN V —accepted V done — [in form_done] L)
O(=CN V —task — [end_protocol(CN)]L1)

The precondition law for action propose (re fuse) says that a
proposal can only be done if a task has already been announced
and the participant has not already replied. The last law says
that the manager cannot issue a new call for proposal if a task
has already been announced.

In the following we will denote Perm; (permissions of
agent i) the set of all the precondition laws of the protocol
pertaining to the actions of which agent ¢ is the sender.

Assume now that we want the participant to be committed
to reply to the task announcement. We can express it by adding
the following conditional commitment to the initial state of the
protocol: CC(P, M, task, replied). Furthermore the manager
is committed initially to issue a call for proposal for a task.
We can define the initial state Init of the protocol as follows:

{—CN, —task, —replied, ~proposal, ~done,
CC(P, M,task,replied), C(M, P, task)}

In the following we will be interested in those execution of
the protocol in which all commitments have been fulfilled. We
can express the condition that the commitment C'(3, j, ) will
be fulfilled by the following constraint:

o(C®,j,a) = CN U «)
We will call Com; the set of constraints of this kind for all
commitments of agent i. Com,; states that agent ¢ will fulfill
all the commitments of which he is the debtor.

Given the above rules, the domain description D = (II,C)
of a protocol is defined as follows: II is the set of the action
and causal laws given above, and C = Init A \;(Perm; A
Com;) is the set containing the constraints on the initial state,
the permissions Perm,; and the commitments C'om; of all the
agents (the agents P and M, in this example).

Given a domain description D, let the completed domain
description Comp(D) be the set of formulas (Comp(II) A
Init A\,;(Perm; ACom;)). The runs of the system according
the protocol are the linear models of Comp(D). Observe that
in these protocol runs all permissions and commitments are
fulfilled. However, if Com; is not included for some agent

j, the runs may contain commitments which have not been
fulfilled by j.

IV. PROTOCOL VERIFICATION

Different kinds of verification problems can be addressed,
given the specification of a protocol by a domain description.

A. Verifying agents compliance at runtime

We are given a history 7 = ay, . . ., a, of the communicative
actions executed by the agents, and we want to check the com-
pliance of that execution with the protocol. Namely, we want to
verify that the history 7 is the prefix of a run of the protocol,
that is, it respects the permissions and commitments of the
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protocol. This problem can be formalized as a satisfiability
problem. The formula

(Comp(H)/\Init/\/\(Permi/\Comi))/\ <apjag;...;an > T
i

(where ¢ ranges on all the agents involved in the protocol) is

satisfiable if it is possible to find a run of the protocol starting

with the action sequence a, ..., a,.

B. Verifying protocol properties

Proving that the protocol satisfies a given (temporal) prop-
erty o can be formalized as a validity check. The formula

(Comp(II) A Init A /\(Permi ACom;)) — . (1)
is valid if all the runs of the protocol satisfy ¢. Observe that,
all the agents are assumed to be compliant with the protocol.
As an example of property to be checked, we consider the
property of termination of the protocol. After the manager
has announced a task, the protocol will eventually arrive to
completion. This property can be formalized by the temporal
formula:

¢ = O[cfp|O-CN

meaning that, always, after a call for proposal has been issued
by the manager, the protocol will eventually reach a state in
which the proposition CN is false, i.e. the protocol is finished,
for all possible runs of the protocol.

C. Verifying the compliance of an agent with the protocol at
compile-time

When the program executed by an agent is given (or, at
least, its logical specification is given), we are faced with
the problem of verifying if the agent is compliant with the
protocol, that is, to verify if the agent’s program respects the
protocol. Solving this problem requires: first to provide an
abstract specification of the behavior (program) of the agent;
and, second, to check that all the executions of the agent
program satisfy the specification of the protocol, assuming that
the other agents are compliant with the protocol.

In the general case, addressing this problem requires to
move to the Product Version of DLTL [13]. However, for
protocols involving two agents, where all fluents and all
actions of the social state are shared by both agents, this
verification problems can be represented in DLTL.

In DLTL the behavior of an agent can be specified by
making use of complex actions (regular programs). Consider
for instance the following program 7p for the participant:

[—end?; ((cfp; eval task; (—ok?; refuse+
ok?; propose))+
reject+
(accept; do_task; in form_done)+
(end_protocol(CN); exit))|*; end?
The participant cycles and reacts to the messages received
by the manager: for instance, if the manager has issued a
call for proposal, the participant can either refuse or make a
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proposal according to his evaluation of the task; if the manager
has accepted the proposal, the participant performs the task;
and so on.

The state of the agent is obtained by adding to the fluents of
the protocol the following local fluents: end, which is initially
false and is made true by action exit, and ok which says if the
agent must make a bid or not. The local actions are eval_task,
which evaluates the task and sets the fluent ok to true or false,
do_task and exit. Furthermore, end? and ok? are test actions.

The program of the participant can be specified by a
domain description Progp = (Ilp,Cp), where Ilp is a set of
action laws describing the effects of the private actions of the
participant. For instance, the action exit sets the proposition
end; to true:

Olexitlend
The set of constraints Cp contains Initp which provides the
initial values for the local fluents (—end, —ok)of the participant
as well as the formula (7p) T stating that the program of the
participant is executable in the initial state.

To prove that the participant is compliant with the protocol,
i.e. that all executions of program 7p satisfy the specification
of the protocol, we cannot consider the program mp alone. In
fact, it is easy to see that the correctness of the behavior of
the participant depends on the behavior of the manager. Since
we don’t know its internal behavior, we will assume that the
manager respects its public behavior, i.e. that it respects its
permissions and commitments in the protocol specification.

The verification that the participant is compliant with the
protocol can be formalized as a validity check. Let D = (II, C)
be the domain description describing the protocol, as defined
above. The formula

(Comp(IN) AInitAPermps AComp AComp(Ilp)ACp) —

(Permp A Comp)
is valid if in all the behaviors of the system, in which
the participant executes its program 7p and the manager
(whose internal program is unknown) respects the protocol
specification (in particular, its permissions and commitments),
the permissions and commitment of the participant are also
satisfied.

D. Proofs and model checking in DLTL

The above verification and satisfiability problems can be
solved by extending the standard approach for verification and
model-checking of Linear Time Temporal Logic, based on the
use of Biichi automata. An approach for constructing a Biichi
automaton from a DLTL formula making use of a tableau-
based algorithm has been proposed in [10]. The construction
of the states of the automaton is similar to the standard
construction for LT L [9], but the possibility of indexing
until formulas with regular programs puts stronger constraints
on the fulfillment of until formulas than in LTL, requiring
more complex acceptance conditions. The construction of the
automaton can be done on-the-fly, while checking for the
emptiness of the language accepted by the automaton. As
for LTL, the number of states of the automaton is, in the
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worst case, exponential in the size if the input formula, but in
practice it is much smaller.

Standard model checking techniques [5] cannot be im-
mediately applied to our approach, because protocols are
formulated as sets of properties rather than as programs.
Furthermore, in principle, with DLTL we do not need to use
model checking, because programs and domain descriptions
can be represented in the logic itself, as we have shown in the
previous section. However representing everything as a logical
formula can be rather inefficient from a computational point
of view. In particular all formulas of the domain description
are universally quantified, and this means that our algorithm
will have to propagate them from each state to the next one,
and to expand them with the tableau procedure at each step.

Therefore we have adapted model checking to the proof of
the formulas given in the previous section, by deriving the
model from the domain theory in such a way that the model
describes all possible runs allowed by the domain theory.
In particular, we can obtain from the domain description a
function next_state,(S), for each action a, for transforming
a state in the next one, and then build the model (an automaton)
by repeatedly applying these functions starting from the initial
state. We can then proceed as usual to prove a property ¢ by
taking the product of the model and of the automaton derived
from —p, and by checking for emptiness of the accepted
language.

An alternative way for applying this approach in practice,
is to make use of existing model checking tools. In particular,
by translating DLTL formulas into LTL formulas, it would be
possible to use LTL-based model checkers such as for instance
SPIN [20]. Although in general DLTL is more expressive than
LTL, many protocol properties, such as for instance fulfillment
of commitments, can be easily expressed in LTL.

We have done some experiments with the model checker
SPIN on proving properties of protocols expressed according
to the approach presented in this paper. The model is obtained
as suggested above by formulating the domain description
as a PROMELA program, which describes all possible runs
allowed by the domain theory. Properties and constraints are
expressed as LTL formulas. In the case of verification of
compliance of an agent implementation with the protocol, we
have used different PROMELA processes for representing the
agent and the protocol. The representation of the agent is
derived from its regular program.

V. AN APPLICATION TO CLINICAL GUIDELINES

Clinical guidelines can be roughly defined as frameworks
for specifying the “best” clinical procedures and for stan-
dardizing them. Clinical guidelines play different roles in the
clinical process: for example, they can be used to support
physicians in the treatment of diseases, or for critiquing,
for evaluation, and for education purposes. Many different
systems and projects have been developed in recent years
in order to realize computer-assisted management of clinical
guidelines (see e.g., [15], [7]). GLARE (Guidelines Acquisi-
tion, Representation and Execution) [29], [31] is one of such
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domain-independent systems. GLARE is being developed by
a group of computer scientists from Universita’ del Piemonte
Orientale and Universita’ di Torino, in collaboration with
Azienda Ospedaliera S. Giovanni Battista in Torino, one of
the largest hospitals in Italy. Despite the system is basically a
research product, whose features are continuously refined and
updated, the facilities it embeds have been formally tested or
at least carefully examined by physicians. Some of the peculiar
features of GLARE (with respect to the other computer-
based approaches to clinical guidelines in the literature) are
its decision-making facilities, which also involve advanced
decision theory features [32], and its treatment of temporal
constraints [30]. Despite the fact that several specialized
“reasoning” facilities are provided by GLARE (see, e.g., [30],
[32]), extensive logical reasoning capabilities such as the one
which can be provided by theorem proving and/or model
checking techniques can provide critical advances (see also
[23]). We thus started to analyze (i) how clinical guidelines
(such as the one represented by the GLARE system) can be
modeled in our framework (ii) how the reasoning facilities
provided by the model checker can be exploited within the
clinical application environment.

As regards modeling, clinical guidelines are a hierarchical
description of clinical procedures. At the lower level, they are
basically composed by sequences of elementary actions (corre-
sponding to actions to be executed on the specific patient) and
decision actions needed to choose among alternative paths. All
the elementary actions in a chosen path must be necessarily
executed, unless their preconditions are not satisfied by the
patient’s data. This can be easily modeled by making use
of precondition laws and obligations. Decisions are the core
elements in clinical guidelines and are preceded by a data
acquisition phase, which can be modeled as an interaction
between the physician executing the guideline, the clinical
record containing the patient data and, possibly, laboratories,
which can be modeled as follows. The physician sends a
data request to the database containing clinical records, which
is committed to send back the requested data (if available)
together with a timestamp stating their time of validity. If the
data are not available or not up to date, the physician asks
for them to the proper laboratories and waits for the answers.
When all the up to date data are available, the decision process
can start. In the GLARE approach, decision is modeled as
an interaction between the system and the physician. On the
basis of the decision criteria embodied in the guideline, and
of the patient’s data, the system proposes to the physician the
subset of alternative paths suggested for the given patient. The
physician can commit to one of the suggested alternatives or
even to a non suggested one. In the latter case, however, the
system sends a warning to the physician.

As regards reasoning, model checking can be used in order
to instantiate a guideline on a specific patient, for instance, by
checking, on the basis of the patient data, whether there are ex-
ecutable paths. Analogously, guidelines can be contextualized
to specific hospitals, considering locally available laboratories
and resources. Moreover, model checking capabilities can be
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used to look for executable paths which satisfy a given set
of requirements (concerning e.g. costs, execution times, goals
and intention).

VI. CONCLUSIONS

In the paper we have presented an approach to the specifi-
cation and verification of interaction protocols in a multiagent
system that has been developed in the context of the national
project PRIN 2003 “Logic-based development and verification
of multi-agent systems”. We are currently investigating the ap-
plicability of the approach, on the one hand to the specification
and verification of clinical guidelines and, on the other hand,
to the specification and verification of Web Services, with a
particular regard to the problem of service composition.

REFERENCES

[1] M. Alberti, D. Daolio and P. Torroni. Specification and Verification of
Agent Interaction Protocols in a Logic-based System. SAC’04, March
2004.

[2] F. Bacchus and F. Kabanza. Planning for temporally extended goals. in
Annals of Mathematics and Al, 22:5-27, 1998.

[3] D. Calvanese, G. De Giacomo and M.Y.Vardi. Reasoning about Actions
and Planning in LTL Action Theories. In Proc. KR’02, 2002.

[4] FIPA Contract Net Interaction Protocol Specification, 2002. Available
at http://www.fipa.org.

[5] E.M.Clarke, O.Grumberg, and D. Peled, Model Checking, MIT Press,
2000.

[6] F.Dignum and M.Greaves. Issues in Agent Communication: An In-
troduction”. In EDignum and M.Greaves (Eds.), Issues in Agent
Communication, LNAI 1916, pp. 1-16, 1999.

[7] Special Issue on Workflow Management and Clinical Guidelines, D.B.
Fridsma (Guest ed.), JAMIA, 22(1), 1-80, (2001).

[8] N. Fornara and M. Colombetti. Defining Interaction Protocols using a
Commitment-based Agent Communication Language. Proc. AAMAS’03,
Melbourne, pp. 520-527, 2003.

[9] R. Gerth, D. Peled, M.Y.Vardi and P. Wolper. Simple On-the-fly
Automatic verification of Linear Temporal Logic. In Proc. 15th Work.
Protocol Specification, Testing and Verification, Warsaw, June 1995,
North Holland.

[10] L. Giordano and A. Martelli. On-the-fly Automata Construction for
Dynamic Linear Time Temporal Logic. TIME 04, June 2004.

[11] L. Giordano, A. Martelli, and C. Schwind. Reasoning About Actions
in Dynamic Linear Time Temporal Logic. In The Logic Journal of the
IGPL, Vol. 9, No. 2, pp. 289-303, March 2001.

[12] L. Giordano, A. Martelli, and C. Schwind. Verifying Communicating
Agents by Model Checking in a Temporal Action Logic. JELIA 2004,
Lisbon, Portugal, September 27-30, 2004, pp. 57-69.

[13] L. Giordano, A. Martelli, and C. Schwind. Specifying and Verifying
Interaction Protocols in a Temporal Action Logic. Journal of Applied
Logic (Special issue on Logic Based Agent Verification), Accepted for
publication, 2005.

[14] F. Giunchiglia and P. Traverso. Planning as Model Checking. In Proc.
The 5th European Conf. in Planning (ECP’99), pp.1-20, Durham (UK),
1999.

[15] C. Gordon and J.P. Christensen, Health Telematics for Clinical Guide-
lines and Protocols. I0S Press, Amsterdam, 1995.

[16] M. Greaves, H. Holmback and J. Bradshaw. What Is a Conversation
Policy?. Issues in Agent Communication,LNCS 1916 Springer, pp. 118-
131, 2000.

[17] F. Guerin. Specifying Agent Communication Languages. PhD Thesis,
Imperial College, London, April 2002.

[18] F. Guerin and J. Pitt. Verification and Compliance Testing. Communi-
cations in Multiagent Systems, Springer LNAI 2650, pp. 98-112, 2003.

[19] J.G. Henriksen and P.S. Thiagarajan. Dynamic Linear Time Temporal
Logic. in Annals of Pure and Applied logic, vol.96, n.1-3, pp.187-207,
1999

[20] G.J. Holzmann The SPIN Model Checker. Primer and Reference Manual.
Addison-Wesley, 2003

[21]

[22]

[23]

[24]

[25]

[26]

[27]

(28]

[29]

(30]

(31]

[32]

(33]

[34]

[35]

176

Y. Labrou and T. Finin, A semantic approach for KQML - a general
purpose communication language for software agents. In 3rd Int Conf.
on Information and Knowledge Management, CIKM’94, pp.447-455,
1994.

M.P. Huget and M. Wooldridge. Model Checking for ACL Compliance
Verification. ACL 2003, Springer LNCS 2922, pp. 75-90, 2003.

M. Marcos, M. Balser, A. ten Teije, F. van Harmelen, C. Duelli
Experiences in the formalisation and verification of medical protocols,
AIME’03.

N. Maudet and B. Chaib-draa. Commitment-based and dialogue-game
based protocols: new trends in agent communication languages. In The
Knowledge Engineering Review, 17(2):157-179, June 2002.

S. Narayanan and S. Mcllraith. Simulation, Verification and Automated
Composition of Web Services. In Proceedings of the Eleventh Interna-
tional World Wide Web Conference (WWW-11), May, 2002.

M.Pistore and P.Traverso. Planning as Model Checking for Extended
Goals in Non-deterministic Domains. Proc. IICAI’01, Seattle, pp.479-
484, 2001.

R. Reiter. The frame problem in the situation calculus: a simple solution
(sometimes) and a completeness result for goal regression. In Artificial
Intelligence and Mathematical Theory of Computation: Papers in Honor
of John McCarthy, V. Lifschitz, ed.,pages 359-380, Academic Press,
1991.

M. P. Singh. A social semantics for Agent Communication Languages.
In IJCAI-98 Workshop on Agent Communication Languages, Springer,
Berlin, 2000.

P. Terenziani, G. Molino, and M. Torchio, A Modular Approach for
Representing and Executing Clinical Guidelines. Artificial Intelligence
in Medicine 23, 249-276, 2001.

P. Terenziani, C. Carlini, S. Montani. Towards a Comprehensive Treat-
ment of Temporal Constraints in Clinical Guidelines. Proc. TIME’02,
Manchester, UK, IEEE Press, 20-27, 2002.

Terenziani, P., Montani, S., Bottrighi, A., Torchio, M., Molino, G.,
Correndo, G. A context-adaptable approach to clinical guidelines. Proc.
MEDINFO’04, M. Fieschi et al. (eds), Amsterdam, IOS Press, (2004),
169-173.

P. Terenziani, S. Montani, A. Bottrighi. Exploiting Decision Theory for
Supporting Therapy Selection in Computerized Guidelines. Proc. Int’l
Conf. Artificial Intelligence in Medicine Europe, LNCS, Sprinter Verlag,
2005.

P.Traverso and M.Pistore. Automated Composition of Semantic Web
Services into Executable Processes. Proc. Third International Semantic
Web Conference (ISWC2004), November 9-11, 2004, Hiroshima, Japan.
M. Wooldridge, M. Fisher, M.P. Huget and S. Parsons. Model Checking
Multi-Agent Systems with MABLE. In AAMAS’02, pp. 952-959,
Bologna, Italy, 2002.

P. Yolum and M.P. Singh. Flexible Protocol Specification and Execution:
Applying Event Calculus Planning using Commitments. In AAMAS’02,
pp- 527-534, Bologna, Italy, 2002.



WOA 2005

177

Personalization, verification and conformance for
logic-based communicating agents

Matteo Baldoni, Cristina Baroglio, Alberto Martelli,
Viviana Patti, Claudio Schifanella, Laura Torasso
Dipartimento di Informatica
Universita degli Studi di Torino
C.so Svizzera, 185 — 1-10149 Torino (ltaly)

Email: {baldoni,baroglio,mrt,patti,schi,ltorasso } @di.unito.it

Abstract— This paper is an overview of the work that we have
carried on in the last two years in the context of the MASSIVE
project. The main research lines have concerned personalization
of the interaction with web services, personalization of course-
ware, web services interoperability, and integrated environments
for agent oriented software engineering. All of them can be seen
as applications of different reasoning techniques to a declarative
specification of interaction. A declarative specification makes
the study of properties easy and allows a fast prototyping of
applications. In particular, we applied reasoning about actions
and change to the personalized selection and composition of
web services and to the construction of courseware that satisfies
the user’s needs and goals. This kind of reasoning has also
been integrated in the DCaseLP MAS prototyping environment.
Declarative specifications have also been helpful to face the
problem of proving policy conformance in a way that guarantees
web service interoperability. Finally, the adoption of process
languages for web services for expressing the procedural behavior
of adaptive BDI-style agents have been explored.

I. INTRODUCTION

Computational logics and declarative languages are being
rediscovered as a tool for some of the most innovative applica-
tion areas: the Semantic Web and Web Services. By definition,
the Semantic Web comprises a machine-shareable representa-
tion of knowledge, and it both requires the development of
languages for expressing information in a machine-processable
form, and the use of inferencing mechanisms that allow a
content-aware navigation. The desired result is an overall
behavior that is closer to the user’s intuition and desire and the
possible applications are really various, depending on the kind
of resource that is described and on the tasks to be performed.
On the other hand, it is getting more and more common
describing and realizing applications as sets of cooperative
services. This is the case, for example, for manifacturing
processes, on-line markets, distributed network management.
The traditional approach is based on a functional view, in
which the different components require some specific input,
and produce some specific output. The system’s architecture
is based on the principle of static-functional decomposition,
where the interactions among the different components are
given by their dependencies. Other approaches are, however,
being studied which involve describing at a high-level the
behavior of the services. The aim is to enable the adoption

Viviana Mascardi
Dipartimento di Informatica e Scienze dell’Informazione
Universita degli Studi di Genova
Via Dodecaneso, 35 — 1-16146 Genova (ltaly)
Email: mascardi@disi.unige.it

of automated reasoning mechanisms for retrieving, composing,
invoking services. One of these approaches is the Multi-Agent
paradigm, in which the different components dynamically
communicate and coordinate with each other, by means of
declarative languages, to reach some common (or their own)
goal. Among the social aspects, specifically relevant is the
ability of expressing behavioral rules, aiming at controlling
the organization of the system; communication protocols are
the most significant example of such rules. Protocols are used
to rule the agents’ interaction, therefore, they can be used to
check if a given agent can, or cannot, take part into the system,
or to check whether the system is behaving as expected.
In general, based on this abstraction, open systems can be
realized, in which new components can dynamically join the
system. The insertion of a new component in an execution
context is determined according to some form of reasoning
about its behaviour: it will be added provided that it satisfies
the body of the rules within the system, intended as a society.

The researches that we have carried on the last two years
tackle different aspects related to the Semantic Web and Web
Services, in the setting of Multi-Agent Systems. In particular,
we have extended the DyLOG language [13], which is the
common tool used in all the branches of the research that
we have carried on. The extension [9] mainly concerns the
introduction of a communication kit aimed at tackling commu-
nication in a way that is fully integrated with the representation
and reasoning mechanisms of the language. Each of the next
sections describes one of the lines of research that we have
been pursued and the work carried on in that context. Section
Il reports about work in the context of personalization of
courseware; Section 11 discusses personalization in the service
selection and compaosition processes; Section 1V reports results
concerning the proof of interoperability and conformance of
services to a global description of their interaction; Section V
describes the adoption of process languages for expressing the
procedural behavior of adaptive BDI-style agents; Section VI
describes an integrated environment for AOSE.

Il. PERSONALIZATION OF COURSEWARE

Personalized information systems aim at giving the in-
dividual user optimal support in accessing, retrieving, and
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storing information. The individual requirements of the user
are to be taken into account in such different dimensions
like the current task, the goal of the user, the context in
which the user is requesting the information, the previous
information requests or interactions, the working process s/he
is involved in, the level of expertise, the device s/he is using
to display the information, the bandwidth and availability
of the communication channel, the abilities (disabilities or
handicaps) of the user, his/her time constraints, and many,
many more. Different research disciplines have contributed
to explore personalization techniques and to evaluate their
usefulness within various application areas: adaptive hypertext
systems, collaborative filtering, recommender systems, artifi-
cial intelligence, uncertainty management, and so forth. In this
section we will focus on an e-learning scenario and see how
reasoning can help personalization in this context, beginning
with the annotation of the learning resources. exploit a new
level of knowledge thus allowing a better personalization.

A learning object can profitably be used if the learner
has a given set of prerequisite competences; by using it, the
learner will acquire a new set of competences. It is, therefore,
appropriate to interpret learning objects as actions. The idea
that we have proposed is to introduce at the level of the
learning objects, some additional annotation for describing
both their pre-requisites and their effects and to do this by
exploiting standard representation languages, like LOM, and
ontologies, for using terms with a clear and sharable meaning.

The proposed annotation expresses a set of learning depen-
dencies between ontological terms, dependencies which can
be expressed in a declarative formalism, and can be used
by a reasoning system. So, given a set of learning objects,
each annotated in this way, it is possible to use the standard
planners, developed by the Artificial Intelligence community
(for instance, the well-known Graphplan [16]), for building
the reading sequences.

General-purpose planners search a sequence of interest in
the whole space of possible solutions and allow the construc-
tion of learning objects on the basis of any learning goal.
This is not always adequate in an educational application
framework, where the set of learning goals of interest is fairly
limited and the experience of the teachers in structuring the
courses and the learning materials is important. This kind of
constraint cannot be exploited by a general-purpose planner,
being related to the strategy adopted by the teacher. The ideal
solution is to express them as rules that specify an overall
structure in terms of ontological terms (competences). We will
call such rules learning strategies.

Given a set of learning strategies, it is possible to build a
learning object by refining a general rule according to specific
requirements and, in particular, by choosing those components
that best fit the user. An emblematic example is preparing
the material for a basic computer science course: the course
may, in fact, have different contents depending on the kind
of student to whom it will be offered (e.g. a Biology student,
rather than a Communication Sciences student, rather than a
Computer Science student). In particular, having a learning
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strategy and a set of annotated learning objects, it is possible
to apply procedural planning for assembling a reading path
that is a sequence of learning resources that are annotated as
required by the strategy. Opposite to general-purpose planners,
procedural planning searches for a solution in the set of the
possible executions of a learning strategy.

Since the strategy is based on competences, rather than on
specific resources, the system might need to select between
different courses, annotated with the same desired competence,
which could equally be selected in building the actual learning
path. This choice can be done based on external information,
such as a user model, or it may be derive from a further
interaction with the user. Decoupling the strategies from the
learning objects results in a greater flexibility of the overall
system, and simplifies the reuse of the learning objects. As
well as learning objects, also learning strategies could be made
public and shared across different systems. Results of these
researches in the context of Massive are reported in [14], [6].

I1l. PERSONALIZATION OF THE INTERACTION WITH WEB
SERVICES

In the last years distributed applications over the World-
Wide Web have obtained wide popularity and uniform mech-
anisms have been developed for handling computing problems
which involve a large number of heterogeneous components,
that are physically distributed and that interoperate. These
developments have begun to coalesce around the web service
paradigm, where a service can be seen as a component
available over the web. Each service has an interface that is
accessible through standard protocols and that describes its
interaction capabilities, and it can be combined and integrated
with others to develop new applications over the web.

In this scenario, one of the needs that have inspired recent
research [15] is the study of declarative descriptions of web
services, aimed at allowing forms of automated interoperation
that include, on the one hand, the automation of tasks like
matchmaking and execution, on the other, the automation of
service selection and composition, in a way that is customized
w.r.t. the user’s goals and needs, a task that can be consid-
ered as a form of personalization [6]. Indeed, selection and
composition not always are to be performed on the sole basis
of general properties of the services themselves and of their
interactive behavior, such as their category or their functional
compositionality, but they should also take into account the
user’s intentions (and purposes) which both motivate and
constrain the search or the composition. As a quick example,
consider a service that allows buying products, alternatively
paying cash or by credit card: a user might have preferences
on the form of payment to enact. In order to decide whether
or not buying at this shop, it is necessary to single out the
specific course of interaction that allows buying cash. This
form of personalization can be obtained by applying reasoning
techniques on a description of the service process. Such a
description must have a well-defined meaning for all the
parties involved. In this issue it is possible to distinguish three
necessary components:
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o web services capabilities must be represented according
to some declarative formalism with a well-defined seman-
tics, as also recently observed by van der Aalst [43];

« automated tools for reasoning about such a description
and performing tasks of interest must be developed:;

« in order to gain flexibility in fulfilling the user’s request,
reasoning tools should represent such requests as abstract
goals.

The approach that we propose in [8] inherits from the
experience of the research community that studies MAS and,
in particular, logic-based formalizations of interaction aspects.
Indeed, communication has intensively been studied in the
context of formal theories of agency [24], [23] and a great
deal of attention has been devoted to the definition of standard
agent communication languages (ACL), e.g. FIPA [29] and
KQML [28]. Recently, most of the efforts have been devoted
to the definition of formal models of interaction among agents,
that use conversation protocols. The interest for protocols is
due to the fact that they improve the interoperability of the
various components (often separately developed) and allow
the verification of compliance to the desired standards.

The basic idea is to consider a service as a software
agent and the problem of composing a set of web services
as the problem of making a set of software agents interact
and cooperate within a multiagent system (or MAS). This
interpretation is, actually, quite natural, and shared in proposals
that are closer to the agent research community and more
properly set in the Semantic Web research field [18], [41].
Among the other proposals, let us recall the OWL-S [37]
(formerly DAML-S) experience. In [18] the goal of providing
greater expressiveness to service description in a way that
can be reasoned about has been pursued by exploiting agent
technologies based on the action metaphor. In particular, at the
level of abstraction of the process model, a service is described
as atomic, simple or composite in a way inspired by the agent
language GOLOG and its extensions [35], [30], [36]; therefore
reasoning techniques supported by the language are used to
produce composite and customized services.

On this line, we have studied the possible benefits provided
by a declarative description of their communicative behavior,
in terms of personalization of the service selection and com-
position. Indeed we claim that a better personalization can
be achieved by focussing on the abstraction of web services
as entities, that communicate by following predefined, public
and sharable interaction protocols and by allowing agents
to reason about high level descriptions of the interaction
protocols followed by web services. We model the interaction
protocols provided by web services by a set of logic clauses,
thus at high (not at network) level. The language we have used
for describing conversation protocols, is based on an extension
of the agent programming language DyLOG [13], [7].

Having a logic specification of the protocol, it is possible
to reason about the effects of engaging specific conversations.
In particular, we propose to use techniques for reasoning
about actions for performing the automatic selection and
composition of web services, in a way that is customized w.r.t.
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the users’s request. Communication can, in fact, be considered
as the behavior resulting from the application of a special
kind of actions: speech acts. The reasoning problem that this
proposal faces can intuitively be described as looking for a
an answer to the question “Is it possible to make a deal with
this service respecting the user’s goals?”. Given a logic-based
representation of the service policies and a representation of
the customer’s needs as abstract goals, expressed by a logic
formula, logic programming reasoning techniques are used for
understanding if the constraints of the customer fit in with the
policy of the service.

Our proposal can be considered as an approach based on
the process ontology, a white box approach in which part
of the behavior of the services is available for a rational
inspection. A description of the communicative behavior by
policies is definitely richer than the list of input and output,
precondition and effect properties usually taken into account
for the matchmaking. Actually, the approach can be considered
as a second step in the matchmaking process, which narrows a
set of already selected services and performs a customization
of the interaction with them.

Moreover the idea of focussing on abstract descriptions
of the communicative behavior is, actually, a novelty also
with respect to other proposals that are set in the Semantic
Web research field. The deductive process on communication
policies can exploit more semantic information: in fact, it does
not only take into account the pre- and post-conditions, as
in OWL-S proposal, it also takes into account the complex
communicative behavior of the service.

1V. WEB SERVICE INTEROPERABILITY

According to Agent-Oriented Software Engineering [33],
a distinction is made between the global and the individual
points of view of interaction. The global viewpoint is captured
by an abstract protocol, expressed by formalisms like AUML,
automata or Petri Nets. The local viewpoint, instead, regards
one of the agents and is captured by its policy; being part of the
agent’s implementation, the policy is usually written in some
executable language. Having these two levels of description it
is possible to decide whether an agent can take a role in an
interaction. In fact, this problem can be read as the problem of
proving if the agent’s policy conforms to the abstract protocol
specification.

A similar need of distinguishing a global and a local view of
the interaction is recently emerging also in the area of Service
Oriented Architectures. In this case a distinction is made
between the choreography of a set of services, i.e. a global
specification of the way in which they should interact, and
the concept of behavioral interface, seen as the specification
of the interaction from the point of view of the individ-
ual service. The recent W3C proposal of the choreography
language WS-CDL [45], well-characterized and distinguished
from languages for business process representation, like BPEL,
is emblematic.

Taking this perspective, choreographies and agent commu-
nication protocols undoubtedly share a common purpose. In
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fact, they both aim at expressing global interaction protocols,
i.e. rules that define the global behavior of a system of
cooperating parties. The respect of these rules guarantees the
interoperability of the parties (i.e. the capability of actually
producing an interaction), and that the interactions will satisfy
given requirements.

In this context, one problem that becomes crucial is the
development of formal methods for verifying if the behavior
of a service respects a choreography. The applications would
be various. A choreography could be used at design time
(a priori) for verifying if the internal processes of a service
enable it to participate appropriately in the interaction. At run-
time, choreographies could be used to verify if everything
is proceeding according to the agreements. A choreography
could also be used unilaterally to detect exceptions (e.g. a
message was expected but not received) or help a participant
in sending messages in the right order and at the right time.

In the last years the agent community already started to face
the two above mentioned kinds of conformance w.r.t. MASs
[31] (e.g. see [25], [26], [11], [10] for a priori conformance,
and [2] for run-time conformance). In the web service commu-
nity the problem of conformance is arising only recently [21]
because so far the focus has been posed on the specification of
single services and on standards for their remote invocation.
The new interest is emerging due to the growing need of
making services, that are heterogeneous (in kind of platform
or in language implementation), to interoperate. Therefore,
there is a need of giving more abstract representations of the
interactions that allow to perform reasoning in order to select
and compose services disregarding the specific implementation
details. Given our experience in the area of MASs, where the
heterogeneity of the components is a fundamental characteris-
tic, we agree with the observation by van der Aalst [43] that
there is a need for a more declarative representation of the
behaviour of services.

In this line, the work in [11], [10] about conformance of
agent implementations w.r.t. protocol specifications has been
adapted to the case of web services in [12]. In particular, in
[12] we focus on testing a priori conformance and develop
a framework based on the use of formal languages. In this
framework a global interaction protocol (a choreography), is
represented as a finite state automaton, whose alphabet is
the set of messages exchanged among services. It specifies
permitted conversations. Atomic services, that have to be
composed according to the choreography, are described as
finite state automata as well. Given such a representation we
capture a concept of conformance that answers positively to
all these questions: is it possible to verify that a service,
playing a role in a given global protocol, produces at least
those conversations which guarantee interoperability with
other conformant service? Wl such a service always follow
one of these conversations when interacting with the other
parties in the context of the protocol? W it always be able to
conclude the legal conversationsit isinvolved in? Technically,
the conformance test is based on the acceptance of both the
service behavior and the global protocol by a special finite
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state automaton. Briefly, at every point of a conversation, we
expect that a conformant policy never utters speech acts that
are not expected, according to the protocol, and we also expect
it to be able to handle any message that can possibly be
received, once again according to the protocol. However, the
policy is not obliged to foresee (at every point of conversation)
an outgoing message for every alternative included in the
protocol (but it must foresee at least one of them).

The interesting characteristic of this test is that it guarantees
the interoperability of services that are proved conformant
individually and independently from one another. By inter-
operability we mean the capability of an agent of actually
producing a conversation when interacting with another. The
conformance test has been proved decidable when the lan-
guages used to represent all the possible conversations w.r.t.
the policy and w.r.t. the protocol are regular.

The application of our approach is particularly easy in
case a logic-based declarative language is used to implement
the policies. In logic languages indeed policies are usually
expressed by Prolog-like rules, which can be easily converted
in a formal language representation. In [10] we show this by
means of a concrete example where the language DyLOG
[13], based on computational logic, is used for implementing
the agents’ policies. On the side of the protocol specification
languages, currently there is a great interest in using informal,
graphical languages (e.g. UML-based) for specifying protocols
and in the translation of such languages in formal languages
[22], [27]. By this translation it is, in fact, possible to prove
properties that the original representation does not allow. In
this context, in [11] we have shown an easy algorithm for
translating AUML sequence diagrams to finite state automata
thus enabling the verification of conformance. Of course,
having a declarative representation of the choreographies as
well, would help the proof of these properties in the context
of the web services.

V. WEB SERVICE PROCESS LANGUAGES FOR BDI-STYLE
AGENTS

The adoption of process languages for (semantic) WSs as
a means for specifying the behaviour of agents and MASs is
envisaged by a growing number of researchers working in the
MAS community. For example, in [20] P. Buhler and J. M.
Vidal discuss a technique for providing agent software with
dynamically configured capabilities described with DAML-S,
that can represent atomic or orchestrated WSs. In [19], the
same authors advance the idea that BPEL can be used as a
specification language for expressing the initial social order of
a MAS, which can then intelligently adapt to changing envi-
ronmental conditions. K. Sycara, M. Paolucci, J. Soudry, and
N. Srinivasan suggest to extend the OWL-S Model Processing
Language by adding to it a new statement called exec that
takes a process model as input and executes it in order to
support a broker agent in both discovery and mediation [42].
More recently, C. Walton [44] proposes to decompose agents
into a stub that executes Agent Interaction Protocols and is
responsible for communication between agents, and a body
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which encapsulates the reasoning processes, and is encoded
as a set of decision procedures. Both the stub and the body
are implemented as WSs.

Our approach to the specification of the agents’ behavioural
knowledge by means of process languages for WSs is driven
by our previuos research on cooperative BDI agents, and thus
differs from all the existing proposals discussed so far. In
[3], we discuss the idea that BDI-style agents [38] can be
extended with a built-in mechanism for retrieving plans from
cooperative agents (thus becoming “CooBDI” agents), for
example when no local plans suitable for achieving a certain
desire are available. This feature turns out to be useful in many
application fields such as: Personal Digital Assistants (PDAS),
whose limited physical resources make dynamic loading and
linking of code necessary; Self-repairing agents, namely agents
situated in a dynamically changing software environment and
able to identify the portions of their code that should be
updated to ensure their correct functioning in the evolving
environment; Digital butlers, i.e. agents that assist a human
user in some task such as managing her/his agenda, filtering
incoming e-mail, retrieving interesting information from the
web; digital butlers adapt their behaviour to the user’s needs
by cooperating both with more experienced digital butlers, and
with the assisted user.

We have implemented the ideas behind the CooBDI theory
by means of WS technologies, obtaining what we named
“CooWS’ agents [17]. A CooWS agent adopts the following
metaphor inspired by CooBDI.

o Beliefs. The variables local to the BPEL processes that
constitute the body of the agent’s plans can be considered
as a metaphor for the agent’s beliefs local to that plan,
that are not explicitly represented.

o Desires. Desires may be either messages structured ac-
cording to the FIPA ACL standard (http://ww.
fi pa. org/), or unstructured Java strings.

« Actions. There are two kinds of actions: those that may
appear inside the BPEL specification of the agent’s plan
body (that, in turn, may be delivery of ordinary events;
achievement of new desires; and invocation of existing
WSs by means of the BPEL i nvoke statement), and
those that must be executed in case of success or failure
of the achievement of a desire. Cooperative requests for
plans are managed transparently to the agent, and do not
belong to the set of actions that can be programmed by
the user.

o Plans. Plans are defined by a unique plan identifier, a
trigger (the desire for which the plan has been defined);
a body (a BPEL process); and an access specifier (which
may assume one of the three values OnlyTrusted(Set) —
the plan may be shared only with the agents in the trusted
agents set —, Private — the plan is private to the agent —,
and Public — the plan may be shared with any agent).

o Intentions. An intention contains a stack of desires,
a boolean attribute defining the intention’s state (either
active or suspended), and the success and failure actions.
The set of plans currently available to the agent for man-
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aging a given desire, is associated with the corresponding
desire on the stack. The set of these “relevant” plans
is generated by exploiting the cooperation mechanism
(transparent to the user), thus retrieving both local and
external plans useful for achieving the desire.

« Events. There are three kinds of events: cooperation, or-
dinary, and achieve events. A cooperation event is either a
request, characterised by the desire for which the request
has been issued, or a provide event, characterised by the
set of plans that are relevant for the desire appearing in
the corresponding request. Ordinary events consist of the
reception of messages from other agents, while achieve
events implement the plan nesting mechanism.

The implementation of the CooWS platform, downloadable
from the web site http://coows. altervista. org,
relies entirely on opensource tools that include ActiveBPEL,
Apache Tomcat and Axis, jUDDI, UDDI4J, and MySQL.
In order to validate the feasibility of our approach, we are
currently working on the implementation of digital butlers that
query Google (which can be accessed as a web service) to
arrange travels and to organise meetings for their principals.
The plans available to the digital butlers do not cover all
the requests that may arrive from their principals, and the
lack of plans for coping with an incoming request fires the
collaborative exchange of plans.

In the future, we are willing to explore: 1) the ability
to integrate an ontology into the system, so that matching
between desires and triggers of plans can become more
sophisticated than a simple comparison of strings; 2) the ability
to dynamically update the set of trusted partners following
reputation mechanisms such those described in [40].

V1. INTEGRATED ENVIRONMENTS FOR AGENT-ORIENTED
SOFTWARE ENGINEERING

The correct and efficient engineering of heterogeneous,
distributed, open, and dynamic applications is one of the
technological challenges faced by Agent-Oriented Software
Engineering (AOSE). The lack of mature methodologies, tools,
and environments for agent-based system development limits
the effectiveness and impact of AOSE [1].

MAS development requires engineering support for a di-
verse range of non-functional properties, such as understand-
ability of the MAS at various conceptual levels, integrability
of heterogeneous agent architectures, usability, re-usability,
and testability. Creating one monolithic AOSE approach to
support all these properties is not feasible. Rather, we expect
different approaches to be suitable for modelling, verifying,
or implementing various properties. By providing the MAS
developer with an integrated set of languages and tools, and
allowing for the choice of the most suitable language/tool to
model, verify, or implement each property, we could make a
step towards a modular approach to AOSE [34].

DCaseLP [4], [32] provides a prototyping environment
where agents specified and implemented in a given set of
languages can be seamlessly integrated. It also provides an
AOSE methodology to guide the developer during the analysis
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of the MAS requirements, its design, and the development of
a working MAS prototype.

DCaseLP supports UML and AUML (http://ww
aum . or g/ ) for the specification of the general structure
of the MAS, and Jess (htt p:// herzberg. ca. sandi a.
gov/jess/), Java and tuProlog (http://Ili a.deis.
uni bo.it/research/tuprol og/) for the implementa-
tion of the agents.

As discussed in [4], DCaseLP adopts an existing multi-view,
use-case driven and UML-based method in the phase of re-
quirements analysis. Once the requirements of the application
have been clearly identified, the developer can use UML and/or
AUML to describe the interaction protocols followed by the
agents, the general MAS architecture and the agent types and
instances. Moreover, the developer can automatically translate
the UML/AUML diagrams, describing the agents in the MAS,
into Jess rule-based code. The Jess code obtained from the
translation of AUML diagrams must be manually completed
by the developer with the behavioural knowledge which was
not explicitly provided at the specification level. The developer
does not need to have a deep insight into rule-based languages
in order to complete the Jess code, since he/she is guided by
comments included in the automatically generated code.

The agents obtained by means of the manual completion
of the Jess code are integrated into the JADE (Java Agent
Development Framework, (http://jade.til ab. com))
middleware. By integrating Jess into JADE, we were able
to easily monitor and debug the execution of Jess agents
thanks to the monitoring facilities that JADE provides. A
recent extension of DCaseLP, discussed in [32], has been the
integration of a Prolog implementation: tuProlog. The choice
of tuProlog was due to two of its features:

1) it is implemented in Java, which makes its integration

into JADE easier, and

2) itis very light, which ensures a certain level of efficiency

to the prototype.

By extending DCaseLP with tuProlog we have obtained the
possibility to execute agents, whose behavior is completely
described by a Prolog-like theory, in the JADE platform.
For this purpose, we have developed a library of predicates
that allow agents specified in tuProlog to access the com-
munication primitives provided by JADE: asynchronous send,
asynchronous receive, and blocking receive (with and without
timeout). Finally, a methodological integration of DyLOG into
DCaseLP has been proposed in [5]. So far, the integration of
DyLOG into DCaseLP is only “methodological” in the sense
that it extends the set of languages supported by DCaselLP
during the MAS engineering process and augments the ver-
ification capabilities of DCaseLP, without requiring any real
integration of the DyLOG working interpreter into DCaseLP.
Nevertheless, DyLOG can also be used to directly specify
agents and execute them inside the DCaseLP environment, in
order to exploit the distribution, concurrency, monitoring and
debugging facilities that DCaseLP offers.

We have already tested — on a toy application — the ability
of Jade, Jess and tuProlog agents to be integrated into the
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same MAS and to communicate with each other. Currently,
we are developing a much more sophisticated application in
the electronic auctions field, whose basic building block are
described in [39].

VII. CONCLUSIONS

Mainstream research in Web Services (WS) is looking
at two main aspects: first, formally describing interactions
among services (possibly over long periods of time and having
multiple real-world effects, including legally binding actions);
second, finding and combining services (e.g., by extending
the simple catalogue contained in UDDI repositories with
semantically rich descriptions and using the latter for auto-
mated composition via planning and for formal verification).
As observed in AgentLink I, 2004, and by M. N. Huhns,
2002, much work made in the intelligent agents area can be
applied to these issues.

One of the problems that we have studied is the verification
of the a priori conformance of the communication policy of
an agent (or web service) w.r.t. a general interaction protocol
specification, that rules a system of cooperating parties. The
interesting characteristic of the test that we have proposed
is that it guarantees the interoperability of services that are
proved conformant individually and independently from one
another. It emerged that the application of our approach is
particularly easy in case a logic-based declarative language is
used to implement the policies.

For what concerns the specification languages, the mod-
elling languages commonly used in the “requirements specifi-
cation” and “software design” phases proposed in the AOSE
community, like AUML, are not declarative and, as such,
they do not provide any automatic proof mechanism. In this
context it is interesting to study translations between modelling
languages and languages with a formalized semantics to enable
the use of the automatic proof mechanisms associated to them.
For instance in [10] we have proposed the use of finite state
automata as formal representation of protocols which supports
the proof of conformance and an algorithm for translating a
subset of AUML into finite state automata has been proposed
in [11]. However this is just a first step and more research
should be devoted to the issue of the transformation from
semi-formal to formal specification languages.

We have studied how the above approach applies to some
concrete domain such as web services and e-learning. In
particular web services are an example of a highly dynamic
application domain where a challenging problem that we have
studied is the development of formal methods for verifying if
the behavior of a single service respects a choreography. More
specifically the problem consists in deciding if the internal
processes of a service enable it to participate appropriately in
the interaction encoded by a choreography. Another related
problem that it would be interesting to address is the use
of choreographies at run-time to verify that everything is
proceeding according to the agreements. In this context a
choreography could also be used unilaterally to detect ex-
ceptions (e.g. a message was expected but not received) or
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help a participant in sending messages in the right order and
at the right time. Also in this case there are logic techniques
developed in the agent community that can be adapted to tackle
the problem in the web service domain [2].
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Abstract— The aim of this paper is to report on some prelim-
inary results obtained in the context of the MASSIVE research
project (http://www.di.unito.it/massive/) relating the
formal specification and verification of protocols in some dif-
ferent application field. A protocol is a way to express the
right behavior of entities involved in a (possibly complex and
distributed) process. The formalism to be used for protocol
description should be as intuitive as possible, but it should be
also formally defined, in order to allow formal checks both on
the features of the protocol itself (e.g. termination), and also on
the execution of it. To this purpose, we will show some results
obtained by exploiting the SOCS — ST logic-based framework
for the specification and the verification of protocols in various
applicative fields such as electronic commerce, medicine and e-
learning. We will also present a new graphical notation to express
medical guidelines, which could be automatically translated into
the SOCS formalism.

I. INTRODUCTION AND OBJECTIVES

The advent of distributed systems has focused the attention
of the scientific community to interaction protocols between
multiple interacting entities. There are many application ar-
eas where the concept of protocol has already reached a
crucial importance; in some other field this concept has a
great potential for improving the design and the execution
of application specific processes. Protocols are the way to
express the right behavior of entities involved in a (possibly
complex and distributed) process; for instance, in a multi-agent
setting, an interaction protocol expresses the rules that agents
must follow in order to correctly perform the interaction.
Even in application areas traditionally far from the computer
science area, the protocol concept has been imported and used
with a more specialized meaning and a different name. For
instance, in the clinical field, protocols are named clinical
guidelines and express the correct ways for treating given
classes of clinical cases, possibly involving several actors,
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each representing a specific medical operator (e.g., a physician,
a nurse, a laboratory technician, etc.).

Whatever the considered application field is, once a protocol
has been specified it could be very useful (in some cases it
is mandatory) to be able to verify that actors executing that
protocol are compliant with the behavior rules that the protocol
expresses.

To this purpose, the research on protocol verification has
greatly benefited from some important contributions achieved
in the distributed and concurrent systems research area [1],
[2], [3]. Among them, the SOCS european project [4] and
the MASSIVE italian project [5] have defined a logic based
framework for the specification and the verification of agent
interactions within an open and heterogeneous society. This
framework allows to specify the rules of each interaction
protocol by means of a logic-based formalism based on in-
tegrity constraints. This formal language is associated with an
operational counterpart implemented by means of an abductive
proof procedure, which is able to verify during the execution
(on the fly) agents compliance with given protocols, and
possibly to detect rule violations.

Although the SOCS-SI framework can be used for protocol
specification and verification in a wide range of applica-
tions, the language provided by SOCS-SI is logic-based and
therefore it is not particularly user-friendly: it is likely a
formalism not suitable to be used by protocol designers in
non technological application areas, such as the medicine
one. Therefore, in order to support protocol execution and
verification in a wider scenario, it is crucial to have a more
intuitive way to specify protocols, while the formal rigour in
their description.

In the past, the need of formal languages for the definition
of interaction protocols had not always been perceived as a
fundamental requirement. The case of the TCP protocol (the
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Transmission Control Protocol, [6]) is exemplary: the protocol
is described through an informal graphical notation, and the
semantic of messages is expressed in natural language; a wide
part of the protocol (e.g., the timing) is even not specified at
all.

The use of a graphical language for protocols definition
instead is universally considered a necessary step to the aim
of simplifying the job of protocols developers. In the multi-
agent system development area, several proposals of graphical
languages have been introduced, mostly based on finite state
automata. Only recently two languages that follow a different
approach (AUML [7], [8] and AML [9]) have been proposed,
both extending Interaction Diagrams of standard UML to
the aim of modeling agents interactions. However, although
these graphical formalism are easy and intuitive, a complete
formalization of them still lacks; consequently the support for
the formal verification property of the protocol lacks too.

The aim of this paper is to report some preliminary results
obtained in the context of the MASSIVE research project [5]
relating the formal specification and verification of protocols
in some different application field.

The paper is structured as follows. Section 2 briefly sketches
on the features of the SOCS framework, with a special focus
on verification and specification. Section 3 describes some
experiences in protocol specification in the SOCS frame-
work, regarding examples taken from different application
areas. Section 4 introduces graphical languages for protocol
specifications, and then presents GOSPEL, a new graphical
notation which is suitable for the specification of protocols,
with particular regard to medical guidelines, and which has
been designed to allow automatic translation of protocols into
the SOCS framework. Conclusions follow.

II. SOCS-SI: A FRAMEWORK FOR PROTOCOLS
FORMALIZATION AND VERIFICATION

In this section we give the necessary background on the
formal framework proposed by Alberti et al. [10], [11], [12]
for the specification of agent interaction in open ! societies of
agents. The reader is referred to those papers for a complete
description. This system was initially aimed at agent interac-
tion protocols; however, in the following section we will show
how this framework could be successfully exploited also in
other different settings.

The framework assumes the existence of an entity (Social
Compliance Verifier or SCV, for short) which is external
to agents, and is devoted to check their compliance to the
specification of agent interaction.

The SCV is aware of the ongoing social agent social
behaviour: this is represented by a set of (ground) facts called
events, and indicated by functor H.

For example, H(request(a;, a;, give(103),d, ), 7) represents
the fact that agent a; requested agent a; to give 108, in the

'We intend openness in societies of agents as Artikis et al. [13], where
agents can be heterogeneous and possibly non-cooperative.
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context of interaction d; (dialogue identifier) at time 7.2

In open agent societies, the agent behaviour is unpre-
dictable, because agents are autonomous; however, when inter-
action protocols are defined, we are able to determine what are
the possible expectations about future events. This represents
in some sense the “ideal” behaviour of a society. Expectations
can be positive (events expected to happen, indicated by the
functor E) or negative (events expected not to happen, functor
EN). Expectations have the same format as events, but they
will, typically, contain variables, to indicate that expected
events are not completely specified. CLP [14] constraints can
be imposed on variables to restrict their domain.

For instance,

E(accept(ay, a;, give(M),d2), T,) A

M>10 N T, <15

represents the expectation for agent ay, to accept giving agent
a; an amount M of money, in the context of interaction dj
(dialogue identifier) at time 7,; CLP constraints say that M
is expected to be greater or equal than 10, and 7, to be less
or equal than 15.

The way expectations are generated, given the happened
events and the current expectations, is specified by means of
Social Integrity Constraints (ICg).

Let us consider an example with two agents involved
(although IC's can be applied to any-party agent interaction):

H(request(A, B, P, D), Ty)
—E(accept(B,A,P,D),Ts) N To <Ti1+ 71 (1
VE(refuse(B, A, P,D),T5) N To <T) +7

states that, if agent A makes a request of P to agent B, in the
context of interaction D at time 77, then agent B is expected

to accept or refuse P by T time units after the request.
The following IC'g:

H(accept(A, B, P, D), Ty)
—EN(refuse(A,B,P, D), T5) N To > T}

H(refuse(A, B, P,D),Ty)
—EN(accept(A, B, P, D), Ts) : To > T}

express, instead, mutual exclusiveness between accept and
refuse: if an agent performs an accept, it is expected not to
perform a refuse with the same content after the accept, and
vice versa. In this way, we are able to define protocols as sets
of forward rules, relating events to expectations.

Abduction [15] is a reasoning paradigm which consists of
formulating hypotheses (called abducibles) to account for ob-
servations; in most abductive frameworks, integrity constraints
are imposed over possible hypotheses in order to prevent
inconsistent explanations. The idea behind our framework is
to formalize expectations about agent behaviour as abducibles,
and to use Social Integrity Constraints such as (1), (2) or (3)
to prevent such agent behaviour that is not compliant with
interaction protocols.

2

3)

2We make the simplifying assumption about time of events, that the time of
sending a message is the same as receiving it, and that such time is assigned
by the social framework.
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Given the partial history of a society (i.e., the set of already
happened events), an abductive proof procedure (SCIFF, [16])
generates expectations about agent behaviour so as to comply
with Social Integrity Constraints. SCIFF is inspired by the
IFF proof procedure [17], augmented as needed to manage
CLP constraints and universal variables in abducibles. The
most distinctive feature of SCIFF, however, is its ability to
check that the generated expectations are fulfilled by the actual
agent behaviour (i.e., that events expected (not) to happen have
actually (not) happened), which cannot be assumed a priori
in an open society of autonomous agents.

The SCIFF proof procedure (implemented using SICStus
Prolog [18] and Constraint Handling Rules [19]) has been
integrated into the Java-based SOCS-SI tool.

III. POTENTIAL FOR REAL EXPLOITATION OF THE SOCS
FRAMEWORK

The previous section has shown the main features of the
SOCS framewok with a special focus on agents interaction
protocols. The SOCS proof procedure deals with events in
general, that in the case of agents interaction are mapped
into communicative acts. However the concept of event can
be abstracted from multi-agent systems and, dependently on
the particular setting, it may represent different actions. In the
following we will show how this can be applied to real-life
scenarios.

A. Medical guidelines

Medical guidelines [20] are clinical behaviour’s recommen-
dations that are used to support physicians in the definition of
the most appropriate diagnosis and/or therapy within determi-
nate clinical circumstances.

Unfortunately, guidelines are today described by using sev-
eral formats, such as flow charts and tables, so that physicians
are not properly supported in the detection of possible errors
and incompleteness: it is difficult to evaluate who made an
error within the protocol’s flow and when. As a consequence,
guideline’s application often loses its benefits.

In the following we show that the logic-based formalism
provided by the SOCS framework is general enough to allow
us to formally describe medical protocols. The main advantage
of using ICs in the context of medical guidelines is the
capability to discover some forms of inconsistency and to
perform an on-the-fly verification of the protocol’s application
on a specific patient.

In order to effectively test the potentialities of this approach,
we formalized a microbiological guideline [21] which de-
scribes how to manage an infectious patient from his arrival
at a hospital’s emergency room to his recovery and tested this
guideline on a set of clinical trials.

The guideline may be structured in seven phases: patient’s
arrival at the hospital’s emergency room; patient examination
at the emergency room; possible admission in a specific
hospital ward and first therapy prescription made by the ward
physician; request of a microbiological test (consisting of
many sub-phases, involving both human and artificial actors);
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return of the microbiological test report to the ward physician,
who must decide the definitive therapy; management of drugs
by nurses; evaluation of patient’s health and, in case of
symptoms persistence, new prescription of microbiological
test. In order to formalize the guideline described before, we
detected, first of all, all the actors involved (e.g. the patient,
wards physicians, the microbiological laboratory, etc.) and
secondly pointed out all the actions which should be executed
(or not, i.e. expected or not expected) for an appropriate
patient’s disease treatment. Each actor has been then mapped
into an agent with a specific role, and actors actions (e.g,
examinations, analysis, etc) has been modeled as SOCS events.
For example, the following IC:

H (enter (Patient, emergency ward) , Tent)
— E (examinate (Physician, Patient) , Teyam) 4)
/\Te;ﬂam < Tent + 6 % 60

expresses that when a patient arrives at the emergency room
(at time T,,:), we expect that at least one physician would
visit him (at time T,,q,,) within the deadline of 6 hours. This
deadline is expressed as a CLP constraint, which says that
Teram should be lower than T, plus 6 hours. The complete
specification of this protocol consists of about 20 social ICs. It
has been tested via the SOCS-SI software, using different set
of events, compliant and not. For instance, a non compliant set
is the following: a patient (patientA) arrives at the hospital’s
emergency room at time 10, but no physician visits him within
6 hours. The event

enter (patient A, emergency_ward) , 10

matches with the antecedent of (1), generating the expectation
in the consequent that a physician should visit patientA at time
Teram, such that Tp..n < 10+6*60. No event is afterward
registered until this deadline, therefore a violation is raised by
the proof procedure.

In this way a simple medical guideline may be mapped into
a set of social integrity constraints in the context of SOCS
infrastructure, thus enabling an on-the-fly verification about
the compliance of the hospital staff to it. We have successfully
tested this specification using the SOCS-SI tool with some
set of events, compliant and not. Of course, this is only the
first step towards an effective tool for defining and verifying
guidelines in a clinical environment.

In literature, several formalisms have been proposed for
representing medical protocols, like for example GLARE [22]
and PROforma [23]. These are complete tool capable to
manage both guidelines acquisition and execution, but, to the
best of our knowledge, their are not able to verify compliance
of actions and interactions of the kind here presented.

B. Electronic Auctions and E-commerce

Auctions have been practically used for centuries in human
commerce, and their properties have been studied in detail
from economic, social and computer science viewpoints. The
raising of electronic commerce has pushed auctions as one of
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the favorite dealing protocols in the Internet. Now, the software
agent technology seems an attractive paradigm to support
auctions [24]: agents acting on behalf of end-users could re-
duce the effort required to complete auction activities. Agents
are intrinsically autonomous and can be easily personalised
to embody end-user preferences. In addition, they could be
adaptive and capable of learning from both past experience and
their environment, in order to cope with changing operating
conditions and evolving user requirements [25]. In fact, while
in the past bidders were only humans, recent Internet auction
servers [26] allow software agents to participate in the auction
on behalf of end-users, and some of them even have a built-in
support for mobile agents [27].

A first, important issue in e-commerce and, in particular, in
electronic auctions, is trust [28]. Amongst the various aspects
of trust in MASs (often related to credibility levels between
agents), we find utterly important that human users trust their
representatives: in order for the system to be used at all, each
user must trust its representative agent in the auction.

A typical answer to such issues is to model-check the agents
with respect to both their specifications and requirements
coming from the society. However, this is not always possible
in open environments: agents could join the society at all times
and their specifications could be unavailable to the society.
Thus, the correct behavior of agents can be checked only
from the external in an open environment: by monitoring the
communicative actions of the agents.

A second, very important issue in e-commerce, is the deliv-
ery of the auctioned good: the auctioneer must be guaranteed
that he will receive the money, and the winner must be
guaranteed that he will get the good.

A possible answer to this problem consists of crafting an
interaction protocol for the delivery phase, such that both the
seller and the buyer are guaranteed of their rights. An example
of such a protocol has been shown in [29], where a third
trusted entity (a bank) act as guarantee for the seller and the
buyer.

Both the issues presented above show that the verification
of the correct behavior of participants to agents plays a
fundamental role, since the desired properties are guaranteed
only if the agents behave properly w. r. t. the protocols. The
SOCS framework provides an answer to this problem, since it
is able to determine if an interaction, observed from an external
viewpoint, respects a given protocol definition. Some of the
integrity constraints ruling a single-item auction protocol are
presented in the Specification III.1. In order to cope also
with the delivery problem, some rules have been added to
the auction protocol; these rules are mainly inspired by the
delivery phase presented in the Netbill protocol. The ICs 5,
for example, states that each time a bidding event happens,
the auctioneer should have sent an openauction event (to all
bidders); this is equivalent to assert that no one can place a
bid if an auction was not previously declared as “open”. The
ICs 6 implies instead that the auctioneer should answer to
each bid, and that the answer should be sent after the auction
is closed within the deadline Tjeqqiine. Finally, the ICg 7
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imposes that if a bid has been declared a winning bid, then
the bidder should deliver items involved in the bid.

Specification III.1 The auction protocol expressed using the
1Cs language.

H(tell(B, A, bid(ItemList, P), Apumbver), Thid)
— E(tell(A, B, openauction(Items, Tend, Tacadline)s Anumber)s Topen),

Topen < Toid A Thia < Tend
5

H(tell(B, A, bid(ItemList, P), Apumber)s Tvid) A

H(tell(A, B, openauction(ltems, Tend, Tdeadiine)s Anumber), Lopen)
— E(tell(A, B,answer(X, S, ItemList, P), Apumber), Tanswer),

Tonswer 2 Tend A Tanswer < Tdeadline, X i1 [win, lose]

©)

H(tell(B, A, bid(ItemList, P), Apumber), Toia) A
H(tell(A, B, answer(win, B, ItemList, P), Apumber), T1) A
Tyia < T
— E(tell(B, A, deliver(ItemList, P), Apumber), T3) A
T3 > T

(@]

C. E-learning by doing

E-learning is a new paradigm for the learning process, based
on the growing availability of technology resources such as
personal computers and the Internet. The main idea of e-
learning consist of distributing the knowledge onto new media
support like cd, dvd, or directly through the internet. Around
this idea a set of support technologies have been developed,
such as content management systems and applications for real-
time streaming and interactions. Many advantages are offered
by this paradigm: just to mention the more evident, teacher
and student are not constrained anymore to be in the same
place. Moreover, teacher and student can be decoupled also
in the time dimension: it is no longer needed that teacher and
student attend the lesson at the same time instant. The learning
process can be adapted to each student’s needs, taking into
account previous knowledge, time availability, and learning
capabilities of the student himself.

Several e-learning paradigms have been developed, and
amongst them, e-learning “by doing” is one of the most
promising in terms of the learning quality. The “by doing”
paradigm consists of teaching a topic by letting the student
directly practice the argument onto a real system, or a model
that simulates the real system. This approach can be applied
also to the e-learning processes, and in particular to software
applications learning. Of course, the degree of interaction
between the student and the teacher, and the possibility to
receive help when needed, are of the utmost importance in
such process. The student in fact must not be left alone
during the learning process, but rather he should be followed
interactively, and he should receive help, hints and feedback
whenever it is opportune.
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To support the e-learning by doing process, it is necessary
to tackle several issues: firstly, a mechanism for evaluating
the acquired skills is needed, in order to be able to proceed
to advanced topics. The evaluation mechanism must provide
support for a-posteriori evaluation, as well as run-time eval-
uation to hint the student. Secondly, it is quite common that
the same learning goal can be achieved in more than one way:
the tutoring system must be able to evaluate all the options,
and should adapt in response to the student choices.

The SOCS framework, and in particular the SOCS-SI ap-
plication, are general enough to be used also in the context
of e-learning by doing. We have tried successfully to adopt
our protocol definition language for representing the action
expected by the user of a e-learning by doing system (a
sort of a protocol where only one peer participate). We have
focussed our experiments on the learning process of a writing
application within the offices program suites. We developed
our prototype on two applications, the MS Word program (part
of the Microsoft Office Suite), and the Writer application of
the OpenOffice suite. For both applications, a specific filter
has been developed, with the purpose of capturing the actions
performed by the student. Those actions, after a transformation
process, are communicated to the SOCS-SI application, that
provide to check the conformance to a special protocol defi-
nition. Such definition can be seen in the Specification III.2,
where it is defined how the student can achieve the goal of
closing the application after printing a file.

Specification II1.2 An e-learning goal represented through the
1Cgs language.

H(tell(U, S, keyboard_event(print), DialogId), Tprint)
— E(tell(U, S, mouse_event(menu_File_.Close), DialogId), Tciose)

ANTciose > TPrint

Vv E(tell(U, S, mouse_event(menu_File_Exzit), Dialogld), Tgzit)
ANTExzit > TPrint

Vv E(tell(U, S, keyboard_event(quit), DialogId), TEzit)
ANTgzit > Tphrint

Vv E(tell(U, S, keyboard_event(alt + f), Dialogld), Triie)
A E(tell(U, S, mouse_event(menu_File_Close), DialogId), Tciose)
ANTprint < Trite NTFite < TClose

Vv E(tell(U, S, keyboard_event(alt + f), Dialogld), Triie)
A E(tell(U, S, mouse_event(menu_File_Ezit), Dialogld), Tgyit)
ANTprint < Trite NTrite < TEwit

Vv E(tell(U, S, close_document, DialogId), Tciose)
ATciose > TPrint

Vv E(tell(U, S, close-of fice, DialogId), Tciose)

ATciose > TPrint
®)

The ICs 8 shows how it is possible to represent multiple
solutions for solving the learning goal. Seven different alter-
natives are considered, from using the “File” menu and the
corresponding voice, to closing directly all the application.

Once the learning goal has been defined through ICg, the
SOCS-ST application can use it in three different ways:

1) the tool can be used as evaluator of the actions of the
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student: if at the end of the practicing session, at least
one expectation is not satisfied, then the goal has not
been achieved;

2) the tool can be used also as an on-the-fly checker: if
the student perform an action that will block him for
reaching the goal, then it is possible to advice him
immediately, rather than waiting for the end of the
exercise;

3) the tool can be finally used as a suggesting system: if
the student does not know how to achieve the goal, it is
possible to hint him the next action by communicating
the expectations about his future behavior.

Of course it is up to the teacher (or the e-learning content
manager) to decide which modality is more opportune.

IV. TOWARDS A HIGH-LEVEL LOGIC-BASED
SPECIFICATION USING GRAPHICAL LANGUAGES

The problem of the specification of protocols involving
several entities is becoming a topical subject in many different
contexts.

In the multi-agent system development area, several pro-
posals of graphical languages for protocol definition have
been introduced, mostly based on finite states automata [30],
[31]. Only recently two languages that follow a different
approach, AUML [7], [8] and AML [9] have been proposed.
AUML proposes an extension of the Interaction Diagram of
standard UML to the aim of modeling agents interactions.
AUML supports the heterogeneity of interacting entities, since
it abstracts from the inner architecture of the agents; it allows
to define in an intuitive way which are the actors participants
to the interaction, and the messages (specifying both the sender
and the addressee) allowed in the protocol. Although the
AUML graphical formalism is easy and intuitive, a complete
formalization of the language still lacks. The AML language
extends the AUML protocols graphical specification language;
however it still does not supply a complete language semantics
and therefore it does not support any formal verification of
properties too.

Although the formalism to be used for protocol description
should be as intuitive as possible, it should be also formally
defined, in order to allow the execution of automatic checks
both on the features of the protocol itself (e.g. termination,
etc.), and also on the execution of it. To this purpose, in the
following we will present GOSPEL, a new graphical notation
to express protocols, with particular regard to medical guide-
lines, which has been designed to be automatically translated
into the SOCS formal language. The automatic translation is
ongoing work, and the first experimental results suggest that
it feasible.

A. GOSPEL

In literature, several graphical notations have been proposed
proposed to represent medical protocols, like for example
GLARE [22] and PROforma [23]. These are complete tool
capable to manage both guidelines acquisition and execution,
but, as for as we are concerned, their are not able to verify
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compliance of actions and interactions as those presented in
Section III-A.

If we want to effectively bring these advantages in the
clinical environment we have to incorporate the SOCS ap-
proach in a tool that allows both guidelines acquisition and
execution. The first step toward this goal is represented by
the Guideline prOcess SPEcification Language (GOSPEL).
GOSPEL is a graphical language, inspired by flow charts, for
the specification and representation of all the activities that
belong to a process and their flow inside it.

The GOSPEL representation of a guideline consists of
two different parts: a flow chart, which models the process
evolution, and an ontology, which describes at a fixed level
of abstraction the application domain and gives a semantic to
the diagram. The GOSPEL flow chart language is described
in Section IV-A.1. The GOSPEL ontology management is
described in Section IV-A.2. Section IV-A.3 describes how
we plan to integrate GOSPEL with the SOCS approach in
real world applications.

1) GOSPEL flow chart language: The GOSPEL flow chart
language describes the process evolution using blocks, which
can represent distinct process activities, and connections be-
tween blocks.

About the blocks, the ones proposed by GOSPEL are shown
in Table L.

LEAF BLOCKS
action autom. ex-or parallel synch
decision
START BLOCKS MACROBLOCKS
start cyclic complex | iteration while
start action
P b [d©

END BLOCKS
return end

TABLE I

GOSPEL BLOCKS

These blocks are grouped into four families:

o Leaf blocks, blocks which represent atomic process ac-
tivities at the desired abstraction level;

e Macroblocks, blocks that are threated at their level like
simple blocks but that encapsulate a sub-process (that is
represented as another GOSPEL guideline);

o Start blocks, start points of (sub)processes;

o End blocks, end points of (sub)processes.

Among leaf blocks, action blocks are used to represent
single atomic process activities. The other leaf blocks are
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crucial for modeling complex guidelines as they are used to
express workflow’s branches and forks, the former related to
decision points, the latter to activities parallelization.

GOSPEL supports two different types of decision blocks:
the first one, called ex-or decision leaf block, is used sim-
ply for expressing mutual exclusion between successors; the
second one, called automatic decision leaf block, permits to
automatically decide which path should be followed. In the
second case, each outcoming relation is guarded. In order
to maintain mutually exclusion, the designer should give a
preference about guards evaluation: the i-th guard is evaluated
iff the i-1-th previous guards fail.

Concurrence of activities is expressed using parallel and
synch leaf blocks. When the process flow reaches the parallel
leaf block it is splitted in several subprocesses represented as
outcoming relations. When these subprocesses are executed,
they are regrouped by the synch leaf block in the main process
flow.

Thanks to macroblocks, GOSPEL allows guideline designer
to follow a top-down approach for guideline process descrip-
tion as it is possible to split recursively the process into sub-
processes, bringing down the level of abstraction. We said that
Macroblocks are special blocks threated like atomic actions at
their level, but that incapsulate a new subprocess. Therefore,
each macroblock is associated to one start block, representing
the initial point of the (sub)process, and one or more exit
blocks; when an exit point is encountered, the flow will return
to the parent level; entering in and exiting from a macroblock
follow the same approach of procedure calls. A macroblock
defines both its inner subprocess and how the flow will walk
through it.

GOSPEL proposes three macroblock types: Complex action
macroblock, Iteration macroblock and While macroblock. The
simplest one is the one of complex action macroblock, in
which we specify directly a new (sub)process. The entire
guideline may be viewed as a big complex action. Other
macroblocks show different behavior, because they express
workflow cycles. Cycles modeling in GOSPEL is similar
to structured programming: the Iteration macroblock models
a for structure, saying how many times the (sub)process
should be repeated and the While macroblock represents a
do...while structure, expressing the exit condition with
a logic guard. In the case of cyclic macroblocks, the modeled
(sub)process corresponds to one iteration step. In order to say
that the generic step is terminated and that the next should
begin (if the cycle condition agrees), we create a connection
that goes back into the start point, which is actually a cyclic
start. The presence of an exit block within a cyclic macroblock
means that the cycle should be prematurely terminated; the
same happens in structured programming when we write a
break command.

About block connections, GOSPEL defines three types of
binary relations (connections that involve two blocks): Order
relation, Conditional order relation and Time relation.

An order relation is an oriented connection used to specify
which activity follows a specific one in the process evolution.



WOA 2005

A conditional order relation may be associated to a logic
guard containing the knowledge necessary to automatically
choose if the process evolution will walk through this con-
nection. If this knowledge is not modeled, the choice is left
to participants.

The time relation is used to express a constraint between
the execution time of involved activities. As described in III-A,
Integrity Constraints can be used to model a protocol in term
of observable events. GOSPEL follows the same approach:
an action block models a relevant and observable activity in
the workflow. Since an activity is observable and has a well-
defined execution time it possible to made temporal constraints
related to the execution time of several of them.

An example of a GOSPEL guideline fragment is shown in
Figure 1.

Bdminister(Nur1, Pat, paracetamol)

meas_temp(Phy, Pat Temp) \‘Jj

hold(Phy, Pat)

release(Phy,Pat)

Fig. 1. Example of GOSPEL language: a fragment of a hypothetical clinical
guideline

In the example, a ward physician (Phy) should mea-
sure (meas_temp(Phy,Pat,‘Temp) the patient’s temperature .
If the measured value is greater or equal than 38 celsius
degrees then two nurses should register that value regis-
ter(Nur2,Pat,Temp) and administer paracetamol to the patient
administer(Nurl,Pat,’paracetamol’). In this case, the patient is
held in the emergency room hold(Phy,Pat) for further inves-
tigations. Otherwise, if the measured value is lower than 38
celsius degrees then the physician should decide if is necessary
to hold the patient or to let him go away release(Phy,Pat).

2) GOSPEL ontology: Another crucial component of
GOSPEL is the guideline ontology. Since GOSPEL is a
general-purpose language, potentially useful in any context
that requires to model a workflow, it avoids to fix an ontology
a priori.

The guideline ontology is used to specify the semantic
associated to an activity. It is mainly composed by two
hierarchies: a hierarchy of all the activities which belongs to
the process domain and a hierarchy of participants, entities
that play a role in one or more activities.

This ontology may be created and maintained by using Pro-
tege [stanford.protege.org], an open source tool, developed
by the Stanford University. The Protege JAVA libraries are
used in the graphical guideline editor of GOSPEL to specify
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actions and guards. Figure 2 shows and example of action
specification in the GOSPEL editor.

& properties dialog

action

Inwitation

X|=—|"
At = property type variable
? Administrativedct inyTirme Time
9 @ CommunicationAct invSurgery Surgery
] imiP atient Fatient P
? InvitationManagements Date Date

Initation

Acceptance
Refusal
Postpone
Reminder
MewSurnmmon
Mewappointment
o ClinicalCormmunication |

o Financialfct Bl
« i [ Trl

| | e |
wisible variables

F (instance of ‘Patient)
Surg (instance of ‘Surgeny)

Fig. 2. Action specification in the GOSPEL editor

The complete specification of an action consists of choosing
an ontological activity and associating one or more participants
to it. Participants are introduced within macroblocks giving
them a logical name; macroblocks realize also precise visibility
rules of participants. During an action specification, visible
participants can be associated to the selected ontological
activity.

3) Integrating GOSPEL with the SOCS approach:
GOSPEL is part of a complex system that aims to support
designers in both the modeling and the execution phases. With
respect to the modeling side, we have implemented a GOSPEL
editing tool that integrates ontologies developed in Protege.
We are working now on a visifor application (the Translator
shown in Figure 3) that is capable to walk through a GOSPEL
diagram and translate it into a set of social integrity constraints.

From this perspective, ontological activities become hap-
pened events and participants logical variables involved in the
events. The visitor makes possible to exploit the benefits of
SOCS computational model, providing a framework for the
verification of participant behavior compliance to GOSPEL
modeled processes. In order to better explain how the visitor
works, we take into account, for example, the GOSPEL
diagram shown in Figure 1. In this example, the temperature
measurement becomes an happened event. The presence of
an automatic decision with two outcoming relations splits the
diagram into two different "worlds”, the former associated to
a temperature’s value greater or equal than 38, the latter to a
value lower than 38; therefore, the visitor generates [C's 9
and 10, mapping directly the parallel and the ex-or decision
blocks into logical AND and exclusive OR.
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Specification IV.1 first part of the diagram in Figure 1
translated into I1Cg

H(temp_-meas(Phy, Pat, Temp), T,,)

ANTemp > 38
— E(register(Nurl, Pat,Temp),T,) ©
N > T,
A E(administer(Nur2, Pat, paracetamol), T,)

NT, > Ty,
H(temp_meas(Phy, Pat, Temp), T,,)
ATemp < 38

— E(hold(Phy, Pat), Ty
NTy > Ty,
A EN(release(Phy, Pat),T)) (10)
ANT. > Ty

V E(release(Phy, Pat),T))

NT. >T,,
A EN(hold(Phy, Pat), Ty)
ATy > T,

Finally, the diagram shows that when the temperature is
> 38 and both nurses have finished their tasks, the physician
should hold the patient. This behavior translates into a third
integrity constraint (/C's 11).

Specification IV.2 third /C's generated visiting the diagram
example

H(register(Nurl, Pat, Temp), T))

A H(administer(Nur2, Pat, paracetamol), T,)
— E(hold(Phy, Pat),T})

ATy > T,

ATy > T,

(1)

In a real application, we cannot rely on a manual delivery
of relevant events to the proof. We have rather to identify
the different types of events sources and try to extract auto-
matically the happened events from them. Many events are
recorded in the business database management system, which
can be considered as a source of events.

Therefore, at the execution side we are developing an
infrastructure that is capable to map ontological activities into
a concrete data base management system and interact with it
in order to extract at run-time the corresponding events. Two
forms of interaction are considered: a polling mode and an
interrupt mode (implemented via triggers).

The complete architecture of the guideline tool integrating
both GOSPEL and SOCS is shown in Figure 3.
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Editor

clinical
devices

mapper

i

Protocol
Specification

Proof

Fig. 3. Overview of the integration between GOSPEL and SOCS

V. CONCLUSIONS

In this paper we have reviewed some of the applications
of the logic-based SOCS social framework, and we have
introduced the GOSPEL graphical notation for expressing
protocols.

The research reported in this paper represents a first step
towards a methodology of protocol design meant to exploit the
best of two worlds: the ease of use and simplicity of graphical
formalisms, and the well-defined declarative and operational
semantics of logic-based formalisms.

The next (ongoing) step of our research is the automatic
translation of GOSPEL-based protocol specifications to the
SOCS framework.
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