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Abstract

In Multi-Agent Systems the main goal is providing fruit-
ful cooperation among agents in order to enrich the support
given to user activities. Cooperation can be implemented in
many ways, depending on how local knowledge of agents is
represented and consists in general in providing to the user
an integrated view of individual knowledge bases. But the
main difficulty is determining which agents are promising
candidates for a fruitful cooperation among the (possibly
large) universe of agents operating in the net. This paper
gives a contribution in this context, by proposing a system
for supporting cooperation in multi-agents networks. Se-
mantic properties are here represented by coefficients and
adaptive algorithms permit the computation of a set of sug-
gested agents for cooperation. Actual choices of the users
modify internal parameters in such a way that the next sug-
gestions are closer to users expectancy.

1. Introduction

Coordinating the activities of multiple agents is a basic
task for the viability of any system in which such agents
coexist. Each agent in an agent community does not have
to learn only by its own discovery, but also through a co-
operation with other agents, by sharing individual learned
knowledge. And practical situations need to be considered
in an agent community. For example, an agent has often
different objectives to achieve w.r.t. another agent, and no
real intention to help it. In other cases, an agent a may have
quite similar objectives as another agent b, but it can be also
very busy in satisfying many requests, so b may prefer not
to contact it for avoiding a long waiting time. Moreover, the
problem of integrating heterogeneous knowledge bases has
to be considered in order to implement cooperation [2, 1].

Many Multi-Agent Systems (hereafter MASs) have been
recently proposed in the literature. In particular, coopera-

�This paper is a short version of the full report [3].

tion is often considered as one of the key concepts of agent
communities [5, 6, 7]. Researchers in Intelligent Agent
Systems have recognized that learning and adaptation are
essential mechanisms by which agents can evolve coordi-
nated behaviours finalized to meet the knowledge of the in-
terest domain and the requirements of the individual agents
[10, 9]. In order to realize such a cooperation, some tech-
niques developed in the field of Machine Learning has been
introduced in various MASs [8, 4].

In such a context, this paper describes a new MAS, called
SPY, able to inform the individual agent of a multi-agent
network about which agents are the most appropriate to be
contacted for possible knowledge integration.

2. Main Contributions

The main contributions of this paper are the following:

1. We point out some properties useful for driving the
integration of the knowledge coming from non local
agents and provide a framework in which such prop-
erties are represented as quantitative information by
mean of a number of real coefficients.

2. By exploiting the above properties, we design an adap-
tive method for determining, for a given agent a of a
multi-agent net, the most appropriate agents to cooper-
ate with a. Such a method is adaptive in the sense that
it takes into account some reactive properties of users,
and, as such, its result depends on their behaviour.

3. On the basis of this model we design the architecture of
a system, called SPY, supporting cooperation of agents
operating in a multi-agent network. The main func-
tion of the system is providing the user with a num-
ber of agent lists, each containing the most appropriate
agents for cooperation, from which the user can choice
agents she/he want to contact for supporting her/his ac-
tivity. The multiplicity of such choice lists depends
on the multiplicity of the properties that can be used
as preference criteria. Users are free to also partially
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use the suggested lists, or can ignore them. In any
case, user’s behaviour induces a modification of some
coefficients (describing reactive properties) in such a
way that lists suggested in the future by the system are
(hopefully) closer to real user needs. Therefore, the
system learns from user’s behaviour about how to pro-
vide the users with suggestions meeting as much as
possible their expectancy.

3. The Model

3.1. Ontology and Local Knowledge

The ontology represents the common knowledge about
the environment in which the agents work. However, each
agent may have a partial view of the ontology representing
the portion of the world the user monitored by the agent se-
lects by her/his activity. Inside this portion of the ontology,
different priorities for the classes can be inferred by exploit-
ing user behaviour. This is encoded in the notion of the Lo-
cal Knowledge Base (LKB for short). A Local Knowledge
Base, representing the local view of the agent, is then ob-
tained by extracting a sub-graph from the ontology graph
including all the classes accessed by the user (and thus at
least the root node). Moreover, arcs of the so obtained graph
are weighted for assigning highest priority to most accessed
classes.

3.2. Extraction of the Semantic Properties

Besides his/her local agent, each user looks at the other
agents of the net as a source of potentially interesting in-
formation in order to enrich the support to his/her activity.
Interest in agents can be defined by considering some se-
mantic properties. Such properties, useful for driving users’
choices are of two types: (i) local properties, taking into ac-
count information stored in the LKBs, and (ii) global prop-
erties, merging local properties with external knowledge ex-
tracted from the general context.

An important feature of the model is that the merge per-
formed in the construction of global properties is based on
adaptive learning involving some parameters taking into ac-
count user behaviour. In other words, global properties ex-
ploit an important kind of properties (encoded by some pa-
rameters) directly reflecting reactions of users to system ad-
vice. We call such additional properties reactive properties.
Next we describe the set of properties used in the model.

The only local property we consider is the property we
call similarity between two agents i and j, representing a
measure of the similarity of the two corresponding LKBs.
Such a coefficient is a real value ranging from 0 to 1.

Global properties merge local properties with knowledge
extracted from the context. We introduce the notion of in-

terest coefficient, representing just a measure of the global
properties of a given agent as perceived by another one.
Hence, for a pair of agents i and j, the interest coefficient,
besides of the similarity between i and j, must take into ac-
count also knowledge extracted from the context. But which
kind of contextual knowledge has to be considered as mean-
ingful?. The choice we make in our model is the follow-
ing: The knowledge extracted from the context, used by the
agent i for defining the interest coefficient I ij w.r.t. another
agent j, is a measure of the global interest of all the other
agents (different from i) w.r.t. the agent j, that is a measure
of a sort of attractiveness of the agent j as perceived by the
agent i .

Besides of the interest property, from the knowledge of
the interest coefficients lists, agents can exploits a second
type of property. Indeed, an agent can compare different
agents on the basis of their attractiveness coefficient, rep-
resenting the component of the interest capturing only the
contextual knowledge.

Choice Lists. Suppose the user of an agent i has the
intention of contacting other agents in order to establish a
cooperation. Suppose the similarities between i and every
other agent is known as well as both the interest coefficient
of i w.r.t. every other agent and the attractiveness of all the
agents perceived by i. Such values can be effectively com-
puted once a number of parameter are set (actually, they
are suitably initialized and their updating is learnt from the
behaviour of the user). Thus, three agent lists can be pre-
sented to the user i associated to the agent i, each associ-
ated with a property among similarity, interest and attrac-
tiveness. We denote these lists LS(i), LI(i), and LA(i).
LS(i) (LI(i), LA(i), resp.) is the list of the n� 1 agents j
(different from i) ordered by decreasing similarity (interest,
attractiveness, resp.) coefficient Sij (Iij , Aij , resp.). When
the user i chooses an agent j from the list LS(i) (LI(i),
LA(i), resp.), it means that she/he perceived only the prop-
erty of similarity (interest, attractiveness, resp.) about the
agent j. From the choices of the users, useful knowledge
can be thus drawn, which is potentially usable as feedback
for correcting advice given to them. This issue is sketched
in the following.

Reactive Properties. For reactive properties we mean
properties describing reactions of users to the suggestions
received from the system at a given time, that must be taken
into account for adapting future responses of the system.
We implement such adaptation of the system to the user
behaviour by including into the interest coefficient defini-
tion some specific coefficients that are automatically up-
dated during system running depending on to the user be-
haviour. Properties considered are: the preference property,
the benevolence property and the consent property.

The Preference Property. It is described by a real coef-
ficient ranging from 0 to 1 denoted by P i and called pref-
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erence coefficient. The property measures how much for an
agent i the similarity is more important than the attractive-
ness property for defining global properties. Now we define
how the coefficient Pi is updated. Suppose that at a given
time the user of the agent i makes a selection of agents. De-
note by SIi (SSi, SAi, resp.) the set of the agents that the
user has selected from the list LS(i) (LI(i), LA(i), resp.).
We interpret the behaviour of the user in the following way.
The choice of an agent from a list, say LS(i), means that
the user relies on the associated property, say similarity. We
can then interpret the former choice as an implicit sugges-
tion from the user to set the coefficient Pi to 1, while the
latter as an implicit suggestion to set this value to 0. In case
the user chooses from the list LI(i), we infer that the user
accept the current value the coefficient Pi.

The Benevolence Property. This property measures a
sort of availability of the agent j to which a user i requires
to share knowledge. Such a property is used in order to
weight the interest of i w.r.t. j. For instance, an agent j that
recently, and for several times, has denied collaboration in
favor of i should become of little interest for i. The pa-
rameter encoding such a knowledge is called benevolence
coefficient, denoted by Bij , and takes real values ranging
from 0 to 1. Bij = 0 (resp., Bij = 1) means the agent j
is completely unavailable (resp., available) to fulfill the re-
quests of i. The response of j to requests of i updates the
value of Bij according to the following rules:

Bij =

�
min(1; Bij + �) if j grants the request of i
max(1; Bij � �) if j denies the request of i

where � is a (reasonably small) positive real value.

The Consent Property. This property describes how
much the user of an agent i trusts suggestions of the system
regarding another agent j done on the basis of the interest
property. The coefficient associated with this property is
denoted by Cij and is called consent coefficient. The updat-
ing rules defining how to adapt the coefficients C ij after a
user selection step take into account only the portion of the
selection performed on the list LI(i).

3.3. Integration of Local Knowledge Bases

Cooperation between two agents is implemented in our
model by the integration of their LKBs. Thus, the user of an
agent i which has selected an agent j from one of the three
choice lists can exploit the cooperation of j by consulting
the Integrated Knowledge Base, obtained by integrating the
LKB of iwith the LKB of j. Clearly, the integration process
must take into account which choice list the user of i has
used for selecting j.

Figure 1. The SPY System

4. Discussion and Conclusion

The model is based on the extraction of some semantic
properties capturing both local and contextual knowledge
about agents. Such properties, encoded by suitable coeffi-
cients, drive users on selecting from the agent net the most
promising candidate agents for fruitful cooperation. User
choices are exploited as feedback for adapting coefficients
in such a way that a trade-off among similarity and attrac-
tiveness, on the one hand, agent congestion and user dissat-
isfaction, on the other hand, is obtained. As example, con-
sider: (i) An agent a with high similarity and low attractive-
ness perceived by another agent b. The user of b can decide
to contact a less similar, but more attractive, agent c, and
this means that the current similarity does not fully satisfy
b. Since b has chosen c, probably it will make choices more
similar to those of c than to those of a, and the similarity
between a and b will decrease, coherently with dissatisfac-
tion of the user. (ii) An agent a with high interest and low
similarity (or low attractiveness) perceived by another agent
b. The user of b can decide to contact a less interesting, but
more similar (or more attractive) agent c. As a consequence,
the interest for a perceived by bwill decrease, due to the de-
creasing of the consent coefficientCba. (iii) An agent awith
high interest and high attractiveness perceived by another
agent b. The user of b knows that high attractiveness means
probably long waiting time for obtaining answers from a

and can decide to contact a less interesting agent c. As a
consequence, the interest of b for a will decrease.

On the basis of the formal model, we developed a system
whose architecture is just quickly illustrated here. For a de-
tailed presentation of the system see [3]. The system (see
Figure 3) is composed of four different functional modules,
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namely: (A) the Interface, that allows bidirectional com-
munications between user and agent, (B) the Knowledge
Bases, containing the whole knowledge the agent has cap-
tured about the user, (C) the Knowledge Base Management
System, answering to both update and query requests (for
the latter, integration of local knowledge bases has to be
also performed), (D) the Agent Manager, transforming user
action detected by interface sensors into requests for the (C)
module and vice versa.
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