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Abstract—This paper proposes a solution for the re- hybrid solution, that can switch at runtime between
source constraints of mobile devices. As an alternative for |ocal execution and offloading of components of an
the thin client approach, a hybrid approach is presented, gapplication, transparently towards the end user. Such an
_that is_ able to adapt dynamica_llly to changes in_ the_ context approach enables adaptation to the changes in the dy-
in which the mobile application runs. By switching dy- -5 nic context in which mobile applications are executed.
namically, at runtime, between local and remote execution . . . .
of components of an application, the quality of experience This paper f'ocu.ses on th? question Wh.lch.compc')smon
of the end user is optimized. of the appllcatlor_\ is best suited at a certain time, with re-
An ILP model to minimize the impact on end user expe- gard to the location where the components are executed:
rience, taking into account different context parameters, on the hybrid thin client device or on the offloading
such network delay and available processing resources, isserver.
presented. Tests performed with this model have resulted
in a simplified ILP model. The behaviour of this model A. Related work

under changing network conditions is presented. In [1] an architecture and design to support runtime

Finally, the possibilities to incorporate this model into & )16 mentation switching have been presented. The high
earlier designed framework are discussed. . . - .

level architecture is shown in Fig. 1. It is a component

|. INTRODUCTION based application framework that generates a level of

The popularity of mobile devices, such as PDAs aritdirection (shaded in the figure) between the compo-
mobile phones, their increasing networking capabilitigtents an application is composed of, in order to choose
and the growing number of applications and uses ftite best suitable component at any time. By offering
those devices caused the thin client paradigm to regéte switching functionality, the framework relieves ap-
interest. Although mobile devices have increasingly mogdication developers from the adaptation to the changing
resources, they are still inherently restricted, becadisec@nditions.
their mobility, if only because they are battery powered. Although it is designed to support runtime imple-
Therefore the thin client approach is feasible in thigentation switching between any component of a set
context: offloading tasks to more powerful back endf functionally equivalent components, the switching in
servers in the network, while using the mobile devidéis case is limited to a locally executing and a remotely
only for input and output. executing component.

However, in order to reach an acceptable quality of This paper focuses on the decision process of when to
experience, the network has to meet certain conditiomssvitch to another deployment of locally and remotely ex-
Network bandwidth has to be sufficient and networ&cuting components. The focus is thus on 8agtching
latency has to be low enough to guarantee a smooth ulkchanism.
experience. Especially for mobile devices this is a sig- The concept of offloading tasks to nodes in the net-
nificant problem, because they use wireless connectiowsrk has similarities to grid computing [2]. An im-
which can fluctuate a lot in bandwidth and latency ovegaortant difference is the level of user interaction: tasks
time. in grid computing are often computationally complex

Thus, a pure thin client approach is highly dependeand/or data intensive processes without user interaction.
on the network conditions. Therefore we propose A study of grid computing for interactive applications
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Fig. 1. Architecture of the framework

has been presented in [3]. Another important element is
the mobility of the end user device and the associated
dynamic context in which the applications run.

Il. GENERAL ILP MODEL

In [4] an ILP model has been presented to find the
best deployment of a set of components of a distributed
system on a set of network nodes, with regard to the total®
delay for a call to go through the distributed system. This
optimization is done at design time. i

This model has been used as a basis for an ILP
model that calculates the best deployment of locally ande
remotely executed components, given a set of conditions,
such as available resources and network parameters.

The model takes network nodes and software compo-
nents in consideration. Network nodes have a processing
capacity and a memory capacity. Software components
have a processor load and a memory usage. Network

two subsetsR. (hybrid thin clients) andR, (off-
loading servers)

N: the set of (uni-directional) network links be-
tween network nodes

L;, i € I: the processor load of software component
7. This is an indication of the processing load
the component will cause on a node. It could be
measured by profiling the component on a reference
system.

M;, i € I: the memory usage of software compo-
nenti. Again, profiling may be used to determine
this value.

C,, r € R: the processing capacity of node r. This
parameter is related to the processor loag:(the
processor utilization for componeihbn noder will

be L;/C,. This parameter could be measured by
comparing the node with a reference system.
Mem,, r € R: the memory capacity of node r. This
parameter is related to the memory usadg)( the
relative amount of memory used by compongah
noder will be M;/Mem,;.

Tij, 1,5 € I: the amount of data that is exchanged
between componeritand j.

B;, I € N: the capacity (available bandwidth) of
network link /.

0;, | € N: an indication of the network latency of
network link /.

D;j,i,j € I: the latency dependency between com-
ponent; andj. This is an indication of how much
influence there is when network traffic between
component andj has a certain network latency.

nodes can be connected through network links. A depéh- Decision variables
dency between software components executing on dif-The decision variables represent the deployment of the

ferent network nodes will introduce network traffic. Th@omponents and the routing of messages through the
model will optimize the deployment of the componentgetwork. These variables are set by the ILP solver in

and the way the traffic is routed.

A. Parameters o

Since the goal is to adapt to changing conditions
at runtime, the parameters in the model should be
interpreted as snapshots of the conditions at a certairt
time. The indication of a timestamp has been omitted
for clarity, thus Z;; is written asl; (processor load of
component at timet).

In the model, the following parameters are used:

order to optimize the objective function.

Sir+ @ binary decision variable. Its value is equal to
1 when component is deployed on node, and0
otherwise.

hi;;: @ binary decision variable. Its value is equal
to 1 if the network traffic from component to
component; is routed over network link, and0
otherwise.

« I: the set of software components which are to b%‘ Constraints

deployed .
« R:the set of network nodes on which these software
components can be deployed; this set consists of

> rer Sir = 1,Vi € I: this constraint ensures that
each componentis deployed on exactly one node
T.



> icout(r) Mij — > iein(r) i = mean of parameters that affect user experience. In this
Sir — Sjr, if a call exists from i to j case processing load, memory usage, network traffic and
0 otherwise ) network latency are considered.

Vr ’e Ry, jel All those parameters have to be as low as possible

These constraints are the network flow constrainf? the hybrid thin client device, but since they are often
They ensure that a path exists between COmponei[rptézontradiction with each other, trade offs have to be
i and;, irrespective of where those components afgade-

deployed.Out(r) and In(r) represent the set of e processing load: the processor in the device is

network links that start and end in respectively.

If component; is deployed on andj is deployed
elsewhere, then the right hand side of the equatione
equals1. If both components are deployed en
then the right hand side of the equation equals
no network flow is required.

Yicr SirLi < 0.9 x Cp.,Vr € R: Processing ca-
pacity constraint: the total load caused by the de-e
ployment of components on noaecan not exceed

inherently slower than the processor in an offloading
server causing the processing time to be longer
memory usage: memory capacity of the device is
inherently limited

network traffic: wireless links have limited band-
width; network traffic might have to paid for, per
byte.

network latency: the delay caused by sending user
events to an offloading server and sending the

the processing capacity of the node. Note that the results back decreases the user experience
constraint limits the capacity &9 x C, to avoid

pushing the node to its maximum capacity and thus

causing unwanted effects, such as queueing. The impact =
constant0.9, can of course be adjusted X1) O SiLi/Cy)

o YicrSaM; < 0.9 x Mem,,Vr € R. Memory r€R €l
capacity constraint: the total memory usage can not +Xo Z(Z SirM; /Mem,.)
exceed the available memory. Limitting the capacity reR i€l
to 0.9 x Mem, could be useful, for example, to +X3 ) (Y hiiTy) /By
avoid intensive memory swapping to hard disk. leN ijel

o YijerhuyTij < 0.9 x By, VI € N: This constraint +X5 3 higiDij)éy
expresses the limit on the bandwidth for each net- IEN ijel

work link [. As before, the limit on the bandwidth
is at0.9 x By, avoiding effects such as packet los
at near maximum capacity.

o S; = 1, if component; has a fixed deployment on
noder. This is used, for example, to make sure th
the component that accepts user input and pres
output is always located on the hybrid thin clie
device.

e Siy = 0,Yi € Comp(r1),r € R\ {r1}: This
constraint ensures that none of the components ©f \ 1igation
the set of components of cliemy, Comp(r1), is

deployed on other clients, only on offloading servers 1€ model described above has been tested with
or on clientr, itself. different input sets, regarding among others network

This constraint can be omitted when modelling afPPCl0dy, number of clients, number of software compo-

ad-hoc network. where an infrastructure containidéems and interconnection between software components.
offloading servers is limitted or non-existent. ig. 3 shows the average impact per client, when the
number of clients increases while the network conditions

D. Objective function and the offloading servers are kept constant. All clients

The objective function expresses the impact on usewnnect through the same access netwaik)((Fig. 2).
experience. A lower figure means less impact and thiike core network is modelled as a ring network and as
a better user experience. The function is a weightedfull mesh network.

f course, it is difficult to quantify the different parts of

e objective function in relation to each other. It is, for
example, hard to say to what degree network delay has

ore (or less) impact on user experience than any other

ameter. This is highly dependent on the application

nd the user.

herefore X; to X, can be adjusted to determine the
weight of each party”,, , X, =1.
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The access network is varied from high capacity, ove
low capacity, to very low capacity. High capacity means
the access network has the same bandwidth as the cc
network, low capacity id /10 of the core network and
very low is 1/20. The number of offloading servers is 3 &°°] M
and the number of components per client device is 4.  °*]

The graph shows that the network topology in the cori  °?
network is of little influence: the mesh and ring network  °

average impact
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give very close results. As long as the access netwol clients
. - —local execution —*—ring, 3 servers, AN high
can cope with the load, all setups give the same resu - ing, 8 servrs, AN low = ing. servers, AN very ow
. = = mesh, 3 servers, Ig - ---mesn, 3 servers, ow
Once the access network is saturated, more componel mesh, 3 servers, AN very low

have to be executed locally, thus increasing the average
impact. This is consistent with the situation where &g. 4. Impact in relation to number of clients (more depewies
mobile device connects through a wireless link, whicpfween components)
imposes the biggest limitations.
The impact when all components are executed locally
(local execution) is the upper limit. of the model is an important factor. This is discussed
The same test has been repeated with software comlgder.
nents that have more interconnections and that send mor&he changes compared to the general ILP model are:
data to each _otht_ar._The results are shown in Fig. 4. The. C..C., Mem,, Mems,: the processing and memory
overall trend is similar, but as the access link saturates,

the | y v b f1h ; capacities of client and server, respectively.
the impact increases more rapidly because ot the extrq - p. ¢ capacity of the single access network link.
incurred network traffic.

« §: an indication of the network latency of the single
[1l. SIMPLIFIED ILP MODEL access network link.

Since the topology of the core network is of little
influence and the a_c_cess link is the main factor, the I_I{ Decision variables
model can be simplified. Moreover, since the model tries
to keep components, that send much data to each othes, S;: a binary decision variable. Its value is equal to
on the same node, it can be simplified further. 1 when component is deployed on the offloading
This simplification is very important when considering  server, and) when deployed on the client.
runtime deployment adaptation. Since the best deploy-s h;;: a binary decision variable. Its value is equal to
ment has to be generated while an application is running 1 if component; and j are on different node, i.e.
and the solution has to be re-evaluated when the context, when their interaction goes over the network. It is
in which the application runs, changes, the complexity 0 otherwise.



TABLE |

MODELLING A XOR FUNCTION IN ILP 18
ve
S, 1S, 5 =5, 1S, -8 | h; | XOR °
0] 0 0 0 Oorl| O "
1|0 1 -1 1 1 12
0] 1 -1 1 1 1
1 1 0 0 Oor1l 0
B. Constraints
hij > S — S; °
D P PR R P> E R RRGFP>PRS S
Y hl_] 2 S] — SZ latency
- - - thin client —local execution —=— hybrid
hi <1 ‘
] —_
Vi,j €1l _ _ _
These constraints express the relation between the Fig. 5. Impact in relation to network latency

two types of decision variables. §; and S; are

equal, i.e. if componernitand; are deployed on the _. h h iated i hen th K
same nodeh;; should be0. Otherwiseh;; should Fig. 5. It shows the associated impact when the networ

be 1 latency increases. As references, the impact for local
Thu§ h. — S XOR S.. which can not be ex- execution, which is the upper limit, and the impact for
y Tbgg — ) VE

pressed directly in an ILP model. The constrainfs PU® thin client approach are shown.
above are equivalent to a XOR function (TABLE I) When the network latency is low enough, the model

when minimizing the objective function, as thé)ehaves as a pure thin client. All components, except

value of ;; will be chosen as low as possible, i. for the component that handles the user interaction, are

0 executed on the offloading server. As the network latency

« The capacity constraints are similar to the ones uslgl&r?ases, the trabde off changes:fusmtg)lthehless power_ful
in the general model. ocal resources becomes more feasible than accepting

the delay added by the offloading. This causes some

C. Objective function of the components to be executed locally to decrease

Thus, with the assumption that an offloading server fEtWOrk traffic. As network latency increases further,
available for the client device, the objective function caffo® components are executed on the hybrid thin client
be simplified. An offloading server could be elected iff€vice, until finally everything runs locally, reaching the
a login phase or a subscription based mechanism collRPer limit (ocal execution).
be used. In this case the choice of deployment is limited P€t€rmining the impact of network latency on user

to 2 nodes: the client device and the offloading servefXperience is ongoing research in our thin client research.
This is done by subjective tests with different kinds of

applications. Similar research is presented in [5], where
the effect of network latency on interactive applications
on thin clients is quantified.
In the case shown in Fig. 5, the following simplifica-
] tion is used. The indication of network latendy,is the

impact =
X1 [Z(l — SZ)LZ/CC + SZ‘LZ‘/CS
el

+X5 Z(l — S))M;/Mem, + S;M;/Mem; square of the actual network latency. This assumes that

icl the impact on user experience increases quadratically in
+X3 Z hi;Tij/ B relation to increasing latency.
LIel IV. PRACTICAL USE AND PROTOTYPE
+X4 Z hl_]DZ]5 . .. .
iGer In order to incorporate the decision process in the
o prototype presented in [1], several approaches are pos-
D. Validation

sible. The easiest way is to just add the ILP model
The simplified model has been tested with input seits the framework through the use of an ILP solver.
representing different conditions. One result is shown irhis is usable for testing purposes and evaluation, but



proves counterproductive in practice. The resources between local and remote execution of components of
the device are too scarce to be used for a problemths mobile application. An ILP model, that determines
complex as ILP solving. the best deployment of components given certain condi-
Another possibility is to solve the ILP model on dions, has been presented and validated using an intuitive
more powerful server, possibly one of the offloadintgest case.
servers. In this setup, the framework on the hybrid thin A simplified ILP model shows that the hybrid thin
client device just monitors the available resources aptient behaves as a classic thin client when network
periodically sends them to the server, where the besinditions are good enough. When network conditions
suited deployment is determined by solving the ILBre deteriorated, the deployment shifts to the other
model. extreme: everything is executed on the client device.
Finally, a set of best deployments could be determinéa between, the best suited composition of locally and
beforehand, by varying the different parameters, suodmotely executing components is chosen.
as network latency, and solving the model according toThe results obtained through the models can be in-
those parameters. At runtime, the actual set of parametesgporated in various ways in the existing component
could be mapped to the nearest set of known parametieasnework.
and the associated deployment can be used. While this
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