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Abstract—Technological and human factors have contributed  The evolution of the network scenario has suggested that
to increase the complexity of the network management problem. we consider new management models to overcome the limits
Heterogeneity and globalization of network resources, on one o yaditional centralized client/server approaches. There is a
hand, have increased user expectations for flexible and easy-to-use N . .
environments; on the other hand, they have suggested entirely growing 'nteresnntal.('ng Into .acclount ng—based management
novel ways to face the management problem. Several researchSystems [1], [2] and in adopting integration standards such as
efforts recognize the need for integrated solutions to manage both CORBA that also permit us to deal with legacy components
network resources and services in open, global, and untrusted [3]-[6]. There is a strong emphasis on the use of mobile

environments. In addition, these solutions should permit the gpsities to provide flexible, scalable, and effective management
coexistence of different management models and should inter-

operate with legacy systems. In the paper, we define a general solutions by programming network resources Qynam!cally
architecture based on a distributed processing environment (DPE) [7]-[14]. There are also encompassing efforts in defining
that offers a large set of facilities to the application level. We have open architectures to integrate the management of traditional

developed the MESIS management environment shaped after the telecommunications with new distributed services [15], [16].
above architecture and its DPE facilities with the mobile agents Recent research approaches recognize the following important

technology. MESIS handles, in a uniform way, both resources and . . d . tf lobal
services, and focuses on two crucial properties: interoperability 'SSUES IN resource and service management tor open, giobal,

to overcome heterogeneity, and security to grant users safe and and untrusted systems:
protected operations. The Agent Interoperability Facility supports « to facilitate delegation and automation of control actions,

compliance with CORBA-based management systems and with ; v
MASIF agent platforms. The Agent Security Facility provides :jhul{[iserse(lliﬁjlr}?ngfg\l/vi?\;k;c();gfégﬁiltlj-vlng the central manager

authentication, integrity, privacy, authorization, and secure
interoperation with CORBA systems. « to address the management of heterogeneous network el-

ements by focusing on interoperability and by promoting
acceptance of new standards;
 to help in the design and fast deployment of new ser-
vices, improving user customization and avoiding time-
. INTRODUCTION consuming redesign;

ECENT directions in the evolution of network tech- * O provide secure environments on top of intrinsically un-

nology, such as the global scale of interconnection and  trusted networks. _
the availability of high-speed broad-band networks, have New managementapproaches propose solutions to the above
forced us to consider network resources as components dfgHeS with different peculiarities and at different levels of ab-
global distributed system. In addition, the deregulation of tidraction. For instance, consider the case of resource allocation
telecommunications industry, and its convergence in goéﬁgﬂ can be either visible or transparent to managers. While al-
with the area of distributed information systems, reque@ccation visibility permits us to obtain efficient solutions, allo-
openness to achieve interoperability among resources, to§@tion transparency helps us to cope with the complexllty of in-
and services. The Internet, which is likely to be pervasive H§rnetworked systems. Active Networks (AN's) exemplify how
the evolution of telecommunications, is the best example of tRocation visibility can be used for management purposes and
new network scenario of open and global distributed systenféSO fo_rlntroducmg new protocols Wlthoutdlscontmwng system
where solutions should be scalable to face globality and sho@@erations. On the contrary, CORBA-based solutions propose a

provide interoperability to cope with heterogeneity of networRigher-level approach that hides allocation to applications, sim-
components. plifying the development of distributed services. We believe that
a management environment should offer both allocation visi-

bility and allocation transparency. The former is compulsory to
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The paper presents the organization of an integrated managd#e-believe that many security-related tasks are more easily ad-
ment environment, and proposes a general layered architectdressed at a higher level. For instance, user authentication re-
Management applications exploit an underlying distributed prquires public key infrastructures usually available as application
cessing environment (DPE) facility layer, which should providevel tools, and also the association of authenticated users with
all the functionality needed when dealing with open, global, amdcognized roles needs application level facilities for defining
untrusted environments. Many different DPE implementatiomsd managing the proper trust model [23].
may coexist and interoperate in providing DPE facilities. Other solutions that make use of code mobility for network

Following the guideline of the proposed architecture, we hameanagement come from the MA research activity [9]-[12], [24],
designed a management environment, called MESIS (Mana{#5]. A mobile agent is a program that acts on behalf of a user
ment Environment for Secure and Interoperable Servicesand is capable of moving autonomously within the network.
http://lia.deis.unibo.it/Research/MESIS/ ), Probably the most limiting feature of MA-based management
and implemented with a Mobile Agent (MA) technology [18]approaches seems to be the fact that only a few MA platforms
MESIS DPE facilities are implemented in terms of mobil@ddress interoperability with existing management components,
agents to facilitate delegation and management automatiafether MA-based or traditional ones [27], [28]. In addition,
and to achieve efficiency and scalability through local accei®ey do not generally provide a layered architecture of common
to managed resources. In particular, the paper focuses on ghevices, making the development of complex management ap-
Agent Interoperability Facility (AIF) and the Agent Securityplications difficult.

Facility (ASF). The AIF permits us to interoperate with already CORBA is the most widely diffused architecture to deal
existing services and legacy components, via compliance witlith distributed heterogeneous programming. However, even
OMG CORBA [3]. In consideration of the increasing diffusiorif CORBA has raised great interest in the management area,
of MA systems, AlF is also conformant with the Mobile Agentit currently seems more to play the role of integration tech-
System Interoperability Facility (MASIF) [19] to permit agenthology among existing solutions (CORBA gateways toward
exchange between MA platforms. The ASF answers the typicNMP/CMIP components [5], [6]) than to propose a framework
security concerns of management in the Internet environmetat,build new CORBA-based management applications. Some
which is global, open, and untrusted by nature. It providgeculiarities of CORBA partially limit its use in the manage-
authentication of principals, integrity, privacy, authorizatiorment area: CORBA-based applications are typically location
and accountability when accessing to resources. unaware, while managing distributed resources and services

The paper is structured as follows. Section Il provides arsually request visibility of topology and locality information.
overview of novel solutions emerging in network and systents addition, CORBA implementations lack abstractions for
management. Section Il motivates the need for a layerathnaging object groups, even if the collection abstraction is
approach to face the raising complexity of management adkéarly necessary for the management of replicated services
presents our proposed architecture. Section 1V illustrates 28], [30]. Finally, the interaction of objects using diverse
design and the functionality of MESIS and focuses on trsecurity technologies is complex because CORBA does not
facilities for interoperability and security. Section V explainstandardize the possibility to negotiate security technology
how MESIS can be employed to manage complex netwof&1].
services, such as in the Video on Demand application domainOther proposals are abstracted from implementation tech-
Concluding remarks follow. nologies and describe solution frameworks at the architecture
level. The Telecommunications Management Network (TMN)
framework [16] goes beyond the manager/agent model of OSI
systems management [32] by introducing a distributed set of

Recent research has proposed several different approachestiperating systems for monitoring and control, conceptually
overcome the limits of traditional management systems. We deparated from the telecommunications network being man-
not want to give a general overview of these approaches, laged [17], [21]. TMN’s main limitation for highly dynamic and
only try to sketch their peculiarities and to identify their maimpen systems seems to be its client/server management model.
differences. In particular, we stress that proposed solutions are afhe Telecommunication Information Networking Architec-
different levels of abstraction, and suit different specific issudsre (TINA) [15] proposes a solution at a higher level of abstrac-
in the management domain. tion. TINA architecture is directed to design any kind of service,

The main idea in AN’s is to program network componentsunning on a global scale and on different network technologies.
so that users can directly modify the behavior of the network iHNA suggests a uniform support for management where the
self while it continues to operate. AN’s push programmabilittnanagement itself is considered a service. TINA applications,
down to the network layer of the OSI protocol stack, and hagervice components, and network resources reside on top of a
already shown their capacity to achieve significant results DPE, which can hide the complexity of distribution and het-
terms of flexibility, performance, scalability, and QoS provisioerogeneity from service developers. Unfortunately, to present
[13], [20], [21]. However, there are several typical managemeatglobal solution, TINA seems to push toward very complex
issues which are difficult to solve at the network layer. For inmplementation, so that some research work has addressed the
stance, there is no general agreement on the level at which sassde of implementing simplified architectures of TINA to offer
rity should be faced, and people discuss whether security shoatdearlier opportunity for cost-effective evolution of current net-
be considered at either the network or the application layer [2®]orks [33].

II. NOVEL MANAGEMENT SOLUTIONS
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Fig. 1. Our architecture for the design of management environments.

lll. AL AYERED ARCHITECTURE FORNETWORK MANAGEMENT  dinated services; for instance, only the coordination between
network operators and multimedia providers can guarantee a
Modern management environments should handle both specified bandwidth and latency in a video-on-demand service.
sources and services. Resources are not only heterogeneous né)- Security: Services are distributed in a global and un-
work components, such as routers, hosts, and LAN’s, but alsosted environment, shared among a multitude of users and
logical abstractions, such as file systems and processes. $eoviders, in a scenario that imposes strong requirements for
vices are distributed applications, and have recently evolveecurity; for instance, a specific service should be available
from simple ones, such as ftp and telnet, to more advanced orwdy to recognized users, and any service should choose the
such as remote software configuration and teleconferencing proper balance between efficiency and required security level.
Novel management approaches should provide integrated sowe have defined an architecture that should simplify the re-
lutions that permit us, in a uniform way, to design, deploy, aralization of an environment, with the above properties, for the
control user-oriented services, and to manage logical and phiygegrated management of both resources and services. The ar-
ical resources. In addition, they should provide the widest setdadfitecture is organized in layers, as depicted in Fig. 1. Services
the following properties to face the new challenges of globalbt the application layer are implemented by exploiting the un-
interconnected networks. derlying layer of DPE facilities that we consider fundamental
1) Flexibility: New protocols and services should be introfor the realization of any distributed application in open and un-
duced dynamically, to answer to application-, session-, or uséwusted environments.
specific requirements; for instance, a customized multicast pro-DPE facilities are supported by the underlying DPE imple-
tocol can be deployed at runtime to support a teleconferenoentations, but should not rely on a specific one to provide flex-
service. ible solutions. For instance, a naming facility can be built on dif-
2) Adaptability: Services should adapt to current networkerent naming systems provided by different DPE implementa-
situation and should evolve with user requirements with no negdns, e.g., DNS-, CORBA-, and LDAP-compliant naming ser-
to suspend during their phase of tuning; for instance, a spechices [34], [30], [35]. Our architecture suggests several DPE
level of QoS can be renegotiated when congestion no longemplementations to coexist; any DPE, in its turn, abstracts and
makes possible its provision. hides specific details of the underlying native computing and
3) Interoperability: Services should take advantage of angommunication environment (NCCE).
other existing service and resource, from diffused managemenWith regard to the DPE facilities layer, let us note that each
components (based on SNMP and CMIP) to management legéanility answers specific problems, and can also interact with
systems, from CORBA-compliant services to any other resourather facilities, e.g., naming and security facilities interact when
that exploits possibly different emerging standards. the system has to authenticate an entity and to recognize its role
4) Distribution of Service Controlin general, services are [23]. Our architecture recognizes the following set of facilities.
not furnished by one predefined service provider, but by sev-Theidentificationfacility permits us to tag resources, users,
eral providers allocated anywhere in the system. This motivatsd services by assigning unique names to entities in the system.
the need for distributing replicated service controllers to avoid The migration facility is in charge of transporting one en-
the bottleneck of centralized management; for instance, a disy that should change its allocation from its sending node to
tributed control could be more efficient for a geographically dighe destination one. The reallocated entity, if it is active, should
tributed teleconference service. transparently restart its execution at the new location.
5) Coordination of Services and Service Providessny The communicatiorfacility supports any exchange of infor-
service can coordinate with other ones to negotiate any requiradtion between service components, and is capable of eventu-
strategy, and different providers can cooperate to offer coaily delivering messages to reallocated entities.
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The namingfacility accommodates and organizes all name
of public entities and makes it possible to search and trace the
also in case of their migration.

The interoperability facility permits interoperation among
different resources and different service components, design
with any programming style, by closely considering confor:
mance with accepted standards.

Thesecurityfacility protects any entity in the system, by pro-
viding a wide range of mechanisms and tools for authenticatio
authorization, controlled access to all resources and servici
privacy, and integrity.

Although some management environments could neglect rr
gration and the corresponding facility, we consider the poss
bility of reallocating entities as a basic feature when dealin
with open and dynamic systems. Apart from the pioneer Mbl
work [7], both the MA and AN proposals adopt this perspectivi
[11], [13].

IV. THE MESIS BENVIRONMENT Fig. 2. MESIS locality abstractions.

The architecture presented in Section Il has guided the de-
sign and the implementation of the MESIS integrated environ-
ment, created not only for managing distributed network rgAN's to the Internet (see Fig. 2). Any node part of the MESIS
sources, but also for supporting the easy definition, deploymeghyvironment hosts at least opéace for agent execution and
and tailoring of new network services. MESIS implementatiomanagement; several places are grouped dotmainabstrac-
is tied to the Mobile Agent paradigm (and to a correspondinbns. In each domain, default placehosts a gateway which
MA DPE), because MA is a promising technology for dealing in charge of interdomain routing functionality. The locality
with the complexity of an open network-centric scenario. Theermits us also to introduce a scope when considering all other
MA support is written in Java and exploits the Java platform isystem policies, and helps in granting a protected framework for
dependence to face heterogeneity [36]. the belonging entities.

MESIS mobile agents fulfill administration needs by moving The core part of the MESIS project is its architecture, which
and exeCUting on different nodes. Automation of control iﬁas been designed a|0ng the guide"nes of Section I, and of-
obtained through the possibility of delegating managemefs a distributed infrastructure with a set of facilities for the
actions to agents who act autonomously and in a completelysign and the development of complex network-centric appli-
asynchronous fashion with respect to the administrator, thgigtions (see Fig. 3). All facilities are implemented on top of the
relieving the agent’s duty; for instance, one agent can automgfeS|S DPE layer by a set of coordinated mobile agents. In ad-
ically take care of software upgrading on dynamically selectgfition, the openness property of the MESIS infrastructure per-
nodes of a managed network. Mobile agents are permittgfits us to extend the programming framework by dynamically
to adapt to system modifications by tuning the behavior @fdding new services, even built on the already provided func-
network resources and services at runtime; for instance, ahality.
administrator can modify and propagate security policies at\ES|S DPE facilities are split in two levels: the lower one
any time, with no need to shut down the whole system, Riat groups the basic and primary mechanisms and the upper one
dynamically instantiating new mobile agents to propagate that comprehends more evolved tools and services. The MESIS

new policies in the administered domains. upper layer facilities (ULF) represent advanced operations and
support directly the development of applications and services as
A. The MESIS Architecture follows.

MESIS has been designed with the goal of providing an in- 1) Agent Interoperability Facility (AIF)The AIF offers in-
tegrated environment that addresses all the typical management terfaces to simplify the calls from MESIS components (of
issues of complex organizations. Organizations usually consist both DPE and service layer) to external CORBA compo-
of several departments, even geographically distributed overthe nents or services; in addition, it supports the registration
Internet. Each department has its private LAN, and needs to in-  of MESIS-based services as CORBA servers; finally, it
teract via gateways with other departments to accomplish coor-  provides interoperability with different MA systems by
dinated tasks. In addition, the globality of the scenario addressed implementing the MASIF standard interface (see Sec-

by MESIS forces us to face up to the issue of scalability. tion IV-B).
For that reason, we consider it fundamental to introduce and2) Agent Security Facility (ASF)Yhe ASF provides all the
to make possible the handling of thexality concept: MESIS mechanisms for authentication, authorization, integrity,

embeds locality via a hierarchy of locality abstractions suitable  and privacy (see Section IV-C). MESIS integrates a secu-
for describing global distributed systems, ranging from simple  rity framework based on standard security providers and
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Fig. 3. MESIS architecture for management applications.

certificate infrastructures [37], [38]. The current ASF im- to that place. Outside the scope of the place, agents
plementation is based on agents but can also interoperate can perform coordinated tasks by exchanging messages
with CORBA Security Services [30]. delivered to agents, even in case of migration.

3) Agent Naming Facility (ANF)The ANF dynamically  The above facilities are available in different flavors, de-
maintains and permits access to the information abogénding on system and service needs. For instance, the ANF,
the current state of entities in the system (or in somghich exploits the underlying AldF, currently permits the
of its parts). For example, it realizes a Domain Namgpexistence of our naming native service deriving from DNS
Service and a Directory Service functionality. The ANRyith the CORBA Naming Service. Other LDAP-compliant
puts together a set of different naming systems, possit{gming and directory services are under integration to let users
characterized by different policies, and is implementeghd designers choose among multiple name spaces. System-
by a coordinated set of dedicated agents. and application-specific considerations typically guide the

The AIF, ASF, and ANF can make use of the lower facilities igelection of the available facilities to use; for this reason, a

their implementation; for instance, the naming facility exploitgexible management environment has to give service designers
the underlying identification faC|I|ty The MESIS Lower Layerthe poss|b|||ty to choose the proper solution among a wide
Facilities (LLF’s) include the following. variety of available ones.

4) Agent Migration Facility (AMF) The AMF gives ser-  Fromthe MA programming paradigm, MESIS inherits the in-
vice designers the possibility to simply reallocate netroduction ofthe migration facility as abasic DPE functionality: it
work resources and service components at runtime. Eris-intrinsic to the paradigm the reallocation of entities that move
ties capable of reallocation are represented by agents tblaise to the locality enclosing the information to work upon. A
can move in the network either via MA native migratiorDPE based on a different paradigm could choose different direc-
methods or via standard specifications, such as CORBi&ns: a CORBA DPE would probably neglect this facility on the
Internet Inter-ORB Protocol [3] and MASIF [19]. basis of allocation transparency. A DPE that implements all fa-

5) Agent Identification Facility (AldF)The AldF permits us cilities, including the migration one, does not limit the flexibility
to dynamically assign tags to any entity in the systemand expressive capacity of a general management support.
Globally unique identifiers are the basis for the realization In the following, we focus on thégent Interoperability Fa-
of the multiple naming systems provided by the ANF thatility and theAgent Security Facilitypecause the MESIS frame-
associatesv different names with the same entity. work recognizes interoperability and security as basic require-

6) Agent Communication Facility (ACF)he ACF provides ments for any management environment. On one hand, any pro-
mechanisms and tools to simplify coordination and conposal of new network protocol and service should primarily con-
munication between entities. Agents in the same plaseler the possibility of integration with legacy components and
interact by means of shared objects, such as blackboasgstems by respecting standard recommendations and solutions.
and tuple spaces. Any place hosts a Local Resour@a the other hand, the possibility of moving possibly untrusted
Manager module that regulates agent access to the nqikces of code into network nodes answers the requirement for
resources. This module controls the authorization d@exibility in service provision, but also obliges us to face the
agents and enforces the place security policy. Whenevaised security problems: the environment should effectively
one agent needs to share one resource with another agemt efficiently grant the proper security level in protecting re-
that resides in a remote place, it is forced to migratources from malicious intrusions.
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Fig. 4. MESIS interoperability via the CORBABridge add-on module.

B. The Agent Interoperability Facility implemented [41], [27], [28]. This number, on one hand,

CORBA is the most widely accepted technology to overconfigclares the interests in the MA paradigm; on the other hand, it
network, platform, and programming language heterogenefi§" endanger interoperability and could limit the industrial dif-
and has acquired a central position in the evolution of telecofi#Sion of MA applications. MASIF proposes a standardization
munications environments [15], [39], [40]. for agent and agent system names, and for agent system types

Within the MESIS DPE, the AIF module implements full@nd location. It defines two interfaceB]AFAgentSystem
compliance with CORBA. This compliance introduces sonfd"dMAFFinder , respectively, for agent management and for
overhead, but the resulting openness and component stab@8FNt tracking. Agent management allows an external system
to applications represent an invaluable saving of investmentd$h cOntrol agents belonging to a compliant MA platform:
the design of services. The AIF facility is implemented by thMASIF defines actions to suspend/resume/terminate agents
CORBABridgeadd-on that is composed by two modules: thg"d to move agents between MA systems provided that they
CORBA Client/Serveand theMASIFBridge The AIF facility Nave compatible agent types. Agent tracking permits us to

permits us to achieve interoperability along the following dired2Cat€ agents and their services. Agents are registered with
tions (see Fig. 4) [18]. MAFFinders that provide an MA global naming service more

5) A MESIS DPE component may call any CORBA DPI%Qi'u'table than the CORBA one for entities mobile by nature,

. . . ke agents.
component or any service with a published CORBA in- ; . . . -
terface by means of thEORBA Client/Servemodule The implementation of the CORBABridge is based on Vis

(MESIS as CORBA clients). iBroker [42]. However, the module is portable without mod-

6) Any service, whether MA-based or not, may exploit thgmatlon on any ORB compliant to the CORBA 2.2 specifi-

CORBA Client/Servemodule to call MESIS DPE ser- Cation. In fact, we have used only the portable functions pro-

vices, which publish CORBA standard interfaces (M ESI%ﬂ?ng tthe ? I[g;ezgeotvlg:iggsBoféﬁ:%ﬁrlggg]tg‘ii;ﬁtﬁa;rlsogb'
as CORBA servers). J P ' P P y g

7) MESIS DPE may interwork with any other MASIF—com—dlfferent ORB's.

pliant MA DPE via theMASIFBridge(MASIF interoper- . o
ability). C. The Agent Security Facility
The first interoperability functionality allows MESIS agents Network management in untrusted Internet environments im-
to act as CORBA clients, for example, to control legacy neposes a thorough security framework, which should also be flex-
work components via CORBA interfaces [5], [6], to exploit sernble enough to accommodate the range of MESIS operators with
vices and facilities provided by any CORBA DPE (e.g., Tranglfferent levels of authorized operations, from network adminis-
actions, Collection, and Trader Object Services [30]), and to itrators to simple users. While one administrator may use MESIS
voke CORBA-compliant application components [4]. for installing and configuring a network node, one user may de-
MESIS DPE components can also become CORBA serversdop and deploy a customized protocol to tailor the behavior
to offer their services to other entities. This enlarges the accesid to optimize the performance in specific application sce-
sibility of a MESIS service to any existing client, independentlparios.
of its technology (even non-MA). For instance, a user can em-This motivates the MESIS model of trust that defines who
ploy a standard Web browser interface (such as a CORBA cliemtwhat in the system is trusted, in what way, and to what ex-
applet integrated in a standard HTML page) to invoke the Viddgent [22]. MESIS has been developed for an untrusted Internet
on Demand service presented in Section V. environment, where the communication network is considered
The third interoperability direction derives from the ininsecure and any node may host the execution of possibly mali-
creasing number of MA systems recently proposed and alreazigus entities. In addition, a MESIS agent is an active entity that
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acts on behalf of a principal, i.e., the person/organization thassident on different ORB’s, provided that they adopt the same

has launched the agent execution and that is responsible fosgsurity technology.

operations. MESIS agents are authenticated by means of starkinally, MESIS gives users the possibility to choose the best

dard certificates, provided and administered through the integtadeoff between security needs and required performance, ac-
tion with a public key infrastructure [38]; this integration percording to the intended usage: agents in trusted environments
mits agent authentication not only in the case of single-hop nfe.g., a private Intranet of a department) could directly access
gration, but also when considering multiple-hop mobility. Theesources after the authorization check, while agents moving

actions that agents are authorized to perform depend on rdlesintrusted environments (e.g., the Internet) generally have to
associated to agent principals. MESIS permits the dynamic dpéss all security steps for secrecy, integrity, authentication, and
inition and control of a range of roles, from administrators tauthorization.

users [23].

The MESIS security mechanisms support the model of trust
and enforce security policies: authentication permits us to iden-
tify the role associated with MESIS agents; authorization recog-MESIS provides a wide range of management tools: from
nizes whether an operation is permitted on a resource; integtitg monitoring of the state of the distributed system to the
guarantees that agents and data have not been maliciously mpmssibility to control and coordinate replicated resources, from
ified during reallocation; secrecy permits us to protect entiti¢se dynamic installation and configuration of new network re-
from any exposure to malicious intrusions. sources to the optimization of access to replicated information

In MESIS, security is provided with application level toolspy considering both current traffic level and query locality.
taking advantage of available standard solutions and produBtESIS has demonstrated its suitability in implementing mon-
(e.g., the IAIK cryptographic functionality and the Entrusttoring and controlling tools [12]. In addition, another goal of
Public Key Infrastructure [37], [38], [43]). If the debateMESIS is to manage complex network services, even obtained
concerning which level a system offers security is still opely tailoring and composing existing ones, and to dynamically
the discussion concentrates on the issues of transparefdypduce new services in the existing infrastructure without
flexibility, and performance [13], [22]. Independently of thesuspending operations.
abstraction level adopted, it is important to consider security In the area of mobile computing, for example, we have tested
as a property to be integrated at any system layer. Only tINEESIS usability for the design, implementation, and manage-
pervasive approach followed by MESIS design can achieve thient of a Personal Communication Support service that an-
full level of security, higher than the minimal one obtained bgwers the requirements of the Virtual Home Environment con-
systems that add amposteriorisecurity strategy. cept described by UMTS [45]. Another previously explored do-

The security infrastructure for mobile agents extends the tn@ain of MESIS applicability is, instead, the video on demand
ditional sandbox solution used to protect network nodes frofoD) application area reported in the following. The MESIS
the execution of untrusted code, because the sandbox approdub service is based on a set of mobile lower-level services, im-
limits too much the expressive power [43]. With regard to implgslemented by agents that are distributed over the paths between
mentation, MESIS agents use X.509 certificates for authenti¢he source and the targets of the video stream. MESIS VoD per-
tion, which ascertain the role of the agent principal before authamits users to require a QoS level for any multimedia stream, and
rizing any interaction with resources. We are currently workingllows them to manage and adjust the requested quality during
on the integration of MESIS with a commercial Public Key Inservice provision, to respond to dynamic modifications of net-
frastructure (PKI), provided by Entrust [38], to automaticallyvork resource availability.
distribute keys, to manage certificates, and to perform all re-The recent QoS research activity is exploring two different
lated administrative tasks. The integrity check can employ @lirections. On one hand, the definition and standardization of
ther MD5 or SHAL. Secrecy is granted when needed by emew protocols has been investigated to ensure the reservation of
crypting/decrypting communications with DES and SSL [44].the needed amount of network resources [46], [47]. However,

CORBA and MASIF standards recognize the securityie process of acceptance and deployment of new standards for
requirement by imposing tools and mechanisms to enfornetwork-layer protocols is long and difficult, mainly due to the
security when interacting with external components. In accolarge base of nonprogrammable and already-installed network
with this guideline, MESIS addresses the security threagguipment. In this field, mobile agents have shown their suit-
introduced by interoperating with CORBA. On one handbility for implementing tunneling techniques to integrate net-
sending/receiving CORBA requests/replies requires chanmelrk resources that are not compliant with the reservation stan-
encryption to ensure privacy on exchanged messages. Ondheds [48]. On the other hand, some work has recently shown
other hand, the possibility for MESIS agents to act as CORBRAe opportunity of an application-layer approach to QoS, espe-
servers and for MESIS localities to host agents from other Méally in the areas of mobile communications and multimedia
platforms calls for mechanisms for client/agent authenticatiogistribution [49], [50]. Application-layer solutions propose ser-
auditing, and access controlling. MESIS provides securit§ce infrastructures that try to respect the specified QoS require-
solutions compliant with both CORBA security services anghents without any guarantee of satisfaction, but with no need
MASIF security specifications [30], [19]. We have also worketb modify the underlying best-effort network layer. The idea
on providing MESIS compliance with the Secure Inter-ORB to monitor the available QoS and to notify service compo-
Protocol [30] to enable secure interactions between entitiesnts of quality modifications in order to adapt to the network

V. RESOURCE ANDSERVICE MANAGEMENT IN MESIS



BELLAVISTA et al: AN INTEGRATED MANAGEMENT ENVIRONMENT FOR NETWORK RESOURCES AND SERVICES 683

EI tunneling corouting multicast eI

A
\
i

\
\

Domain |
Locality |
i

source

Fig. 5. Tunneling, co-routing, and multicast in the MESIS VoD service.

traffic. The MESIS VoD service adopts the application-layer apgtummy packet sent from source to target (it can be also prede-
proach, but we are extending its implementation to integrate nirmined by the VoD source according to some previously col-
work-layer technologies, such as ATM, that provide direct cotected routing information). QoSN’s move to the chosen hosts
trol of QoS parameters, with a solution that is similar to [51]. on the path and interrogate the AC database: if available re-

The VoD service is realized by coordinating two differensources are not enough for the desired QoS, QoSN'’s can co-
types of MESIS management agents: the QoS negotiatorslinate and reduce their requests by scaling the stream (at the
(QoSN's) that define and grant a specific level of quality fomoment, by dropping frames in motion JPEG streams or by re-
the service, and the admission controllers (AC’s) that manadecing resolution in MPEG-2 ones [52]). Only if these dimin-
the resources to be engaged by local intermediate nodes (sked reservation requests cannot be satisfied is the VoD service
Fig. 5). denied.

AC'’s are present on every node of the network; this assump-After a successful negotiation phase, the (possibly scaled)
tion is not severe because they are implemented by mohiheltimedia stream starts to flow. During the video distribution, a
agents that can move and be installed whenever they &nk can fail or its quality can deteriorate, thus making it impos-
needed. Each AC manages local resources and keeps trackilde for a particular QoSN to maintain the negotiated quality.
their current commitment to already-accepted streams. Tinghat case, the interested QoSN can enhance the throughput of
flow specifications of streams are recorded in a local table $ link via stream striping on non-co-routed paths [53]. In this
(receiving-host, bandwidth, delay, l9gsiples [52]. Any tuple case, it sends back a message to temporarily stop the stream, and
represents the statistics of VoD traffic between the local asénds forward a message to suspend updates in AC tables on the
the receiving host: the first time, it contains values calculatgrath. Then, it sends its clones to handle new nonco-routed paths
upon a short sample of communication; then, it is updated bynd starts the negotiation phase with the clones. When negotia-
monitoring real traffic of current VoD sessions. AC’s are ition is completed, the QoSN sends back a message that restarts
charge of answering to reservation requests from QoSN’s. the stream: apart from a delay in receiving the stream, the VoD

The VoD service requires the coordination of a set of QoStdrget goes on transparently.
agents located at the source, at the target, and at some intetn the case of multicast distribution of the same video stream
mediate nodes. QOSN'’s maintain session state: they record y$ar NV targets), the generated network traffic can be limited
preferences and flow specifications for a video stream. QoSNig exploiting location awareness of agents. While in traditional
evaluate the feasibility of meeting these requirements agaivsD systems the source generatéspacket streams—one for
the local AC database and exploit the MESIS DPE communiogach target—our QoSN's can ascertain whether there are several
tion facility to perform the negotiation phase for the definitiotargets within the same domain locality, and can split packets
of the achievable QoS. After the negotiation phase, during malnly when it is necessary, in general only at the last hop. This
timedia streaming, any QoSN is in charge of receiving packesscommanded by the QoSN at the gateway of the last domain.
from the previous QoSN and of forwarding them to the nexh a simple usage scenario with a set of homogeneous receivers,
QoSN. When multiple video streams interest the same netwarlir multicast infrastructure provides a traffic optimization sim-
node, one QoSN can handle all of them. ilar to the one achieved with multicast support at the network

Let us first consider the case of a video stream addressedater, but without the need for compliant hardware, e.g., for IP
one target only. The path between the source and the target israutticast routers. In a more complex scenario, our infrastructure
tomatically determined at runtime, by tracing the route via orean take advantage of its application-layer approach to perform
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service-specific optimizations, such as video layering in the cagethe case of complex interconnection of nondedicated local
of client-driven QoS adaptation for heterogeneous multicast meetworks.
ceivers [54]. In the case of trusted environments, MESIS gives the pos-

The MESIS VoD service requires the presence of tsability of providing the VoD service with no security checks,
above described infrastructure composed by distributed affih @ considerably reduced average setup time (7634 ms
coordinated agents. Therefore, before the multimedia stref#at is 30% less of the first case). We are experimenting other
can start to flow, users have to wait for the completion of gignificant time reductions via the utilization of the HotJava
setup phase in which the service provider determines the pAtii-in-time compilation techniques, and via the recent intro-
between the source and the target, and distributes all AC’s d#éftion in our organization of fast communication technologies
QoSN'’s needed on participating nodes. After the setup phd¥sed on FDDI and ATM.
has negotiated the service levels, the stream can flow from
source to target. During service provision, the flow can also VI. CONCLUSION

be dynamically adapted, to adjust the required QS level algeyera| new technologies propose efficient solutions for

runtime with a best-effort approach, or to dynamically organizgyork, systems, and service management, each one facing a
co-routed paths, with a further distribution of agents on ne¥y icyiar class of management problems. The management of
nodes. Dynamic adaptanon_s introduce overhead, that is Onl}ﬂﬁ’en and global networks requires the integration of different
percentage of the one required by the setup phase. solutions within one framework. In addition, new proposals
For that reason, we report about the setup costs in a normsabuld be capable of providing rapid application development
usage scenario. In this phase, one lightweight agent (abousflmanagement tools and fast deployment of new network
kb-sized) is sent from the source to the target to identify the pabrvices. While the heterogeneity of existing components
for the multimedia stream. This agent reports back to the souened legacy systems forces us to focus on the interoperability
the information about how many AC’s (about 6 kb-sized) an@quirement, global untrusted environments require us to
QoSN'’s (about 4 kb-sized) have to be instantiated and to be sephsider security as a basic property.
in parallel to interested nodes. We have considered the worstrhe MESIS framework proposes an integrated solution for
case when none of the intermediate nodes has neither the A€ management of both resources and services in open and
nor the QoSN agent. In more realistic scenarios, hosts may hg¥sbal environments, such as the Internet. MESIS permits the
already the AC agent running for purposes of remote monitoriggexistence of different management paradigms through the
and diagnosis. DPE facilities made available by several DPE implementations.
In addition, the VoD service should be typically carried out ifVe have already developed some management tools and
untrusted environments, where cooperating agents have to gagfork services in MESIS, and our current work is directed to
integrity and authentication checks before being allowed to opheck the openness of the environment by verifying interoper-
erate to local resources. The MESIS architecture permits usadlity performance with different CORBA-based management
to choose which subset of functionality are used by specific séystems, and to provide an interoperable and secure personal
vices. In that way, services can obtain the most suitable tradee®mmunications support for mobile computing applications.
between performance and security, depending on the level of
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