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Abstract 
 Many small devices have wireless network interfaces that 
are used to receive or send data for intelligent services. 
Devices in pervasive computing environment may embed 
wireless interfaces for communication. Those devices may 
compose ad hoc network to communicate with others. Ad 
hoc network can be built without any infrastructure but it 
must merge with infrastructure network to let ad hoc nodes 
access a remote server through the Internet. Several con-
figuration methods for host over ad hoc network without 
user’s consciousness have been suggested so far. If an ad 
hoc network becomes larger, it will take long time for a 
newly joining node to configure itself with information 
from Zeroconf [1] or DHCP [2] server because the request 
should be transmitted through multiple hops. In this paper, 
we propose a distributed scheme in which each ad hoc 
node caches host configuration information temporarily to 
reduce traffic sent to original (Zeroconf or DHCP) server 
and to shorten message transaction delay between host and 
server. 

Keywords 
Ad-hoc network, Auto configuration. 

1. INTRODUCTION 
 

The Mobile nodes can communicate with each other using 
various wireless technologies in these days. Most of mobile 
nodes access a base station that allocates a wireless channel 
and is linked to wired network for transferring data to other 
segments or the Internet. Each base station has limited ra-
dio channels and fixed cell coverage. To improve these 
limitations of a cellular network, the peer-to-peer wireless 
communication technique such as ad hoc routing is neces-
sary. Combination of cellular and ad hoc network is called 
the hybrid network. In a hybrid network, each node can 
access the Internet while utilizing enlarged network cover-
age through ad hoc routing. 

When joining a new hybrid network, a mobile node 
should get a new IP address except cases such that IP ad-
dress block allocated for the new network is same with that 
of most recently leaving network. To configure its network 
interface, a mobile node can access a DHCP server usually 
used in wired network.  

 

There are several automatic host configuration methods, 
but they are useful only for either a cellular or an ad hoc 
network. When configuring the network interface of ad hoc 
nodes, there are several ways to get IP addresses. IETF 
(Internet Engineering Task Force) Zero conf working 
group suggests unique address configuration in link layer 
[4]. IP addresses used for this method are reserved for spe-
cial purpose by IANA (Internet Assigned Numbers Author-
ity). However when intermediate ad hoc routers partition a 
network, broadcast for detection of duplicated address allo-
cation is not delivered to other sub networks. Therefore, 
those addresses are only unique within a single sub net-
work. Some papers suggest IP allocation methods to en-
hance detection of duplicated address allocation and con-
nectivity in ad hoc network. [6, 7]   

A mobile node can get an IP address from a DHCP 
server usually attached to wired network. It broadcasts a 
DHCP message to the ad hoc network for address alloca-
tion. As the number of nodes increases, transaction time to 
handle address allocation increases because request and 
reply packets might be transmitted through multiple inter-
mediate nodes. The overhead of packet flooding for ad-
dress allocation will increase too. Previously suggested 
address allocation methods burden the hybrid network with 
frequent broadcasting packets for duplication detection and 
configuration. 

 We suggest a distributed caching mechanism in which 
each ad hoc node caches information for dynamic host con-
figuration to reduce both delay in configuration and traffic 
over the network. In Section 2, we introduce related works. 
Our basic idea is presented in Section 3, and in Section 4, 
we describe the simulation model used and results from 
simulation. In section 5 and 6, we include future works and 
references. 

2. RELATED WORK 
 

2.1 Hybrid Network Overview 
All We define a hybrid network as a heterogeneous net-
work that is composed of a conventional cellular network 
and a peer-to-peer network. A conventional cellular net-
work based on 802.11 infrastructure mode, CDMA or 
GPRS is a single hop wireless network. Each mobile node 
accesses a base station located at the center of each cell. 
Base station is fixed within wired network that is linked to 



the backbone. Cell coverage is limited by radio frequency 
and or transmission power. Thus many base stations are 
necessary to cover broad area and to manipulate lots of 
access requests. Each mobile node contends with others to 
occupy a radio channel and use network bandwidth of the 
cell. As the density of mobile nodes in a cell grows up, the 
probability of call drop and delay increases. Furthermore, 
mobile nodes also use the infrastructure network when they 
communicate with others joining in other cells. Especially 
the density of mobile nodes in a cell is different from the 
others according to the geographical characteristic and time 
line. Call drop probability becomes higher in hot spot than 
in cold spot. Cellular network that supports multi hopping 
is proposed to solve these problems [9, 10, 11]. 

Mobile nodes can directly communicate with each 
other in the form of peer-to-peer such as the ad hoc net-
work. It reduces the traffic in the base station. Furthermore 
iCAR [10] proposes ad hoc relaying stations which relay 
the traffic of nodes in a hot spot to a cold spot base station. 
Therefore the burst traffic of hot spot can be distributed 
among neighbor cells. This load balance scheme reduces 
call drop/block probability and network congestion. MADF 
[11] has a local channel to current base station and a for-
ward channel to a neighbor cell. A mobile node uses the 
forward channel when the average delay exceeds a thresh-
old value. So cell coverage can be extended by the ad hoc 
node relay without an additional base station. For example, 
when Joe leaves a building while using his portable com-
puter, the base station in the building cannot reach his de-
vice and connections will be broken. In case of the hybrid 
network, if another user who has an ad hoc wireless inter-
face is staying in the middle of the base station and Joe, he 
can receive data through the intermediate ad hoc node us-
ing ad hoc routing.   

To approach a wireless packet network [12], we ana-
lyzed the unique characteristics of each wireless network. 
Cellular network is better in terms of mobility and location 
based flow control such as route reservation. Peer-to-peer 
communication using ad hoc routing shows better perform-
ance in terms of delay, power consumption and throughput 
but it tends to be unfair and vulnerable to node mobility. 
There is a significant trade-off between the conventional 
cellular network and the ad hoc network. Therefore the 
hybrid network can act as a mediator between the cellular 
and the ad hoc network. 

2.2 Mobile Nodes Configuration Method 
2.2.1. At Cellular Network 
Most of cellular networks use conventional methods such 
as DHCP [2] for host configuration. It is managed in a 
centralized way to make administration easier. Normally a 
base station manages configuration information such as IP 
addresses in a pool and allocates them to mobile nodes. In 
case of using a DHCP server, a mobile node requests to the 
DHCP server individually. A DHCP server designed for 
wired network also can be used for mobile nodes in a wire-

less network. First, a mobile node broadcasts a DHCP 
DISCOVERY message to search an available DHCP server 
in a sub network. The DHCP server receives DISCOVERY 
messages from clients and responses with OFFER mes-
sages that include configuration parameters. Then the mo-
bile node selects one of the OFFER messages that have 
arrived. Secondly, the mobile node as a DHCP client sends 
a DHCP REQUEST message for address allocation to the 
DHCP server and receives ACK or NACK message from 
the server. When the mobile node moves to another sub 
network, it broadcasts a DHCP discovery message to the 
network to initiate configuration. Thirdly, after the mobile 
node receives an ACK message from the DHCP server, it 
can configure its network interface, naming server address, 
default gateway and so on. Normally it checks whether the 
allocated IP address is duplicated or not. But that procedure 
can be omitted for reducing the total time of host configu-
ration. 
 

2.2.2. At Ad Hoc Network 
MANET [3] is a stand-alone network. So each node has a 
unique IP address in the network and it can be configured 
with a private or specific IP address block. Zeroconf IETF 
working group defines configuration categories such as IP 
interface configuration, naming, IP multicast address allo-
cation and service discovery. [4] Zeroconf is not just for a 
wireless network. Zeroconf solution can be applied to a 
single network segment for allocating a unique IP address 
to an ad hoc node on the same link. Actually it generates a 
link local IP address using a pseudo random number gen-
eration algorithm. It is assumed that each node can com-
municate with each other using link local broadcast and 
multicast. However, in MANET, there may be many inter-
mediate nodes that route packets to the next hop. So link 
local broadcast cannot guarantee sending of a packet to all 
MANET nodes, because intermediate nodes that act as 
routers may block packets with link local IP addresses. It 
means this scheme cannot resolve the IP address duplica-
tion problem.   

PMWRS [6] solution is proposed by Perkins et al. Ba-
sic idea is detecting a duplicated IP address by using an ad 
hoc routing protocol. It uses an address request and an ad-
dress reply similar to reactive routing protocol. Therefore, 
if an ad hoc network uses the proactive routing protocol, 
the ability of protocol operation is significantly impacted. It 
also uses the 169.254/16 link local address block that is 
registered by IANA. If a router receives packets that have 
link local IP addresses as their destinations, it would dis-
card them. It also uses a timer waiting for an address reply 
message for duplication detection. But a small amount of 
time period is not enough for transferring data to all nodes 
in the ad hoc network. 

MANETconf [7] proposes a two-phase address alloca-
tion procedure using a surrogate. When new host enters an 
ad hoc network, it selects one of the near nodes as a surro-



gate node, which is called as an initiator. The initiator 
sends an address request message to all nodes over the ad 
hoc network on behalf of the new node. Allocation of IP 
addresses proceeds in two phases. First, a request for ad-
dress marks the status of IP allocation as “middle of pro-
gress”. After receiving a reply, the initiator sends a confirm 
message about the request to all nodes. To synchronize the 
allocation table, network gives a priority to each IP address. 
If concurrent requests are made for an address, an alloca-
tion order is set by the initiator’s address priority. It means 
there must be a fixed IP address pool and each node knows 
the priority policy. In addition, the address request and 
reply procedure over all ad hoc nodes makes a lot of traffic 
flooding. If the size of IP pool becomes larger, the address 
list management would become a big burden. 

These address allocation methods are designed only 
for an ad hoc network. It mostly focuses on duplication 
detection of a self-generated address or a randomly selected 
address from a specific address block. Those kinds of ad-
dresses guarantee uniqueness only within the same link and 
are not usable in a public network. For using them, an addi-
tional function is needed such as network address transla-
tion. 
 

2.2.3. At Hybrid Wireless Network 
For implementing a hybrid network, we must bind a cellu-
lar network and an ad hoc network. A hybrid network can 
support multiple-hop routing by utilizing each host as a 
relay. Peer communication does not need to use a base sta-
tion in the hybrid network. It just sends a message using an 
ad hoc routing in the local area. We can consider applica-
tion of both configuration methods to the hybrid network. 

 First, a mobile node can set up itself using an ad hoc 
node configuration method. But address block reserved for 
link local address cannot be used in the public network. So 
a router will drop out packets tagged with those addresses. 
To avoid this problem, a gateway can translate those ad-
dresses into public addresses. But it has problems with 
supporting address transparency to end-to-end applications. 
Each ad hoc node can configure itself with a network pre-
fix, which is advertised by the router or a foreign agent of 
mobile IP. An address is made of a network prefix and a 
host identifier that is generated randomly by the ad hoc 
node. [13] But there are still disadvantages already com-
mented at ad hoc network configuration like flooding and 
duplication detection.  

Second, a mobile node can take services used for a cel-
lular network using DNS and DHCP server. When a mo-
bile node initiates configuration using a DHCP server in 
infrastructure, it broadcasts a DISCOVERY message to 
neighbor nodes. General configuration procedure using 
DHCP makes data flooding over ad hoc network. So when-
ever a mobile node requests address allocation or releases 
address, a broadcast must occur. It causes network conges-
tion over ad hoc network and bottleneck at base station. In 

addition, it also takes more time than single cellular net-
work due to multiple hopping. To reduce packet flooding, 
the DHCP relay function is used at each ad hoc node [8]. 
When a mobile node sends an IP allocation message to a 
DHCP server, intermediate nodes between the request node 
and DHCP server can play a role as a DHCP server. It can 
reduce control traffic for searching a route to the DHCP 
server since each relay node already knows the address of 
the DHCP server. A mobile node that needs an IP address 
can locate the DHCP server using broadcast to neighbor 
nodes. Neighbor nodes relay DICOVERY and OFFER 
messages on behalf of the request node.   

When route to the DHCP server fails, intermediate 
node invokes route discovery procedure. Route often 
changes because of the nodes’ frequent movement in ad 
hoc network. In hot spot, user moves frequently and DHCP 
request may increase. Route request flooding for IP alloca-
tion still exists in ad hoc network and it takes more time to 
request address allocation through multiple intermediate 
nodes. It causes handoff delay problem when mobile node 
moves between two hybrid networks. As opposed to ad hoc 
network, configuration service is centralized into single 
system and is manageable in wired network. For example, 
service policy can be easily applied to mobile nodes so 
duplication control mechanism is not necessary. But we 
must resolve configuration delay problem and packet 
flooding for configuration on a hybrid network. 

We propose a decentralized model for the configura-
tion of the nodes in a hybrid network. It can reduce the 
traffic in the hybrid network. The main goal of the new 
model is to reduce the configuration delay. 

3. BASIC IDEA 
 

We propose a scheme to configure a host’s network inter-
face by using the configuration information distributed 
among ad hoc nodes in a hybrid network. In related works, 
ad hoc nodes normally use private IP addresses or address 
block allocated by IANA with the duplication detection. 
These approaches are only applicable to a stand-alone net-
work that is not connected to the public network like the 
Internet. A public address generation scheme with a net-
work prefix advertised by a sub network router is sug-
gested in [13]. But this method also cannot avoid the dupli-
cation detection procedure, which takes most part of the 
address allocation delay, since two or more host identifiers 
can be generated as the duplicated one. Other approaches 
are based on the broadcast service of infrastructure like 
DHCP. These methods broadcast DHCP messages to ad 
hoc network basically. To reduce network traffic occurred 
by address allocation, the DHCP relay function could be 
used on the assumption that mobile nodes have the relay 
functionality. A configuration procedure using the DHCP 
relay function takes time for request message to hop multi-
ple intermediate nodes. The configuration delay is a critical 
problem while users of an ad hoc network might execute 



time-critical applications such as real-time video service or 
voice over IP. A node may request a care-of address for 
mobile IP service or new IP address from the sub network 
when it comes to a new sub network. In this case, service 
can be stopped while new configuration is being set up. It 
can decrease the quality of service. We distribute available 
addresses among ad hoc nodes. 

3.1 Mobile Node Ability 
Each ad hoc node has the DHCP server functionality that 
offers an IP address allocation (and possibly configuration 
information) and relays requests to other DHCP servers. 
From now on, to avoid misunderstanding of terms, we de-
note the DHCP server of infrastructure as the main DHCP 
server. Ad hoc nodes manage the path to default gateway 
for connectivity to Internet by use of an ad hoc routing 
protocol. That path is the same with the DHCP relay route 
to the main server, since the main DHCP server can be 
accessible by the gateway. Each ad hoc node has an ad-
dress pool. When booting up, mobile nodes already have 
addresses used before in their pools, they send DHCP re-
quest message to the main DHCP server to extend expira-
tion time of the using addresses. Each ad hoc node relays 
address allocation request to the main DHCP server. If an 
intermediate ad hoc node has proper addresses in its pool, it 
replies to the node that requested configuration information 
on behalf of the main DHCP server. An ad hoc node passes 
its own address and cached addresses to a specific node 
when they leave network, only if possible. 
 

3.2 Address allocation Procedure 
Until a number of ad hoc nodes are saturated in a sub net-
work, ad hoc nodes may frequently request configuration 
information to the main DHCP server. In this case, each ad 
hoc node plays a role of the DHCP relay, which is exactly 
same with the related work [8] scenario. When a new ad 
hoc node comes in a sub network, it broadcasts a DHCP 
discovery message to neighbor nodes within one hop dis-
tance by setting TTL value as one. Neighbor nodes that 
receive the discovery message reply with the DHCP offer 
message, which contains one of addresses in their caches. 
Then the new ad hoc node chooses one of the offer mes-
sages and sends the DHCP request message to the ad hoc 
node. Any others that do not receive request message ig-
nore the allocation and revoke the offered address. 
Neighbor nodes that cannot offer IP address relay the dis-
covery message to other nodes. In some cases, it relays the 
discovery message to the main DHCP server that is located 
in the infrastructure network through several intermediated 
DHCP relays in the ad hoc network. 

We assume the number of ad hoc nodes become in-
creasing in an ad hoc network as time goes by. At that time, 
the message transaction between ad hoc nodes and the 
main DHCP server decreases, as a new comer can receive 
configuration information from neighbor nodes. Before 

leaving a network, an ad hoc node releases its IP address to 
one of the neighbor nodes. A neighbor node that receives 
the IP address release message caches the information in-
stead of relaying it to the main DHCP server. 
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3.3 Abrupt failure of an ad hoc node 
We assume that an ad hoc node releases addresses to a 
neighbor node before it leaves network in most cases. But 
sometimes, it can disappear without any notification to the 
network due to the power off, unknown terminal failure 
and so on. We must revoke those lost addresses that the 
leaving ad hoc node had. The main DHCP server manages 
address resources using lease timer. The network operator 
sets the timer value properly to meet the requirements and 
the characteristics of the network. For example, when the 
number of nodes is larger than the number of available 
addresses, it is efficient to set the lease time shorter. In this 
case, the request to extend the lease time is made frequently. 
If the timer expires, the main DHCP server can allocate it 
to a new ad hoc node  
 

3.4 Consistency of Cached Configuration Informa-
tion 

In our scheme, all nodes participate in the management of 
address resources. Therefore, the consistency of cached 
information among participating nodes should be preserved 
to avoid malfunctions. Most of the address conflict prob-
lems are due to the duplicated addresses. We prevent this 
problem using two simple schemes. 

First, an ad hoc node that leaves network passes its 
own address and cached addresses to a single neighbor 
node. The leaving ad hoc node broadcasts pseudo release 
message  to neighbor nodes. When the leaving node re-
ceives acceptance message(s)  from the neighbor nodes, it 
releases its own address and cached addresses to only one 
of those neighbor nodes. So there exists only one copy of 
address in an ad hoc network. It effectively removes the 
duplication detection procedure. But the same addresses 
can exist in the network when the timer of a cached address 
is expired at the main DHCP server because the main 
DHCP server can allocate corresponding address to a new 
ad hoc node. And another ad hoc node gives the same ad-
dress to the other. It makes address conflicts without a du-
plication detection procedure. So we acknowledge that our 
scheme also needs a duplication detection mechanism by 
the main DHCP server such as defined in the general 
DHCP process.  

Second, ad hoc nodes, which have cached addresses, 
must request the timer extension of their own address and 
cached addresses to the main DHCP server. It reduces the 
time of sending the request message to the main DHCP 
server by updating all addresses simultaneously. A request 
message contains an address lists to update and the lease 
time. The ad hoc nodes checks expire time of addresses 
cached and request extension of expire time to main DHCP 
server against all of addresses if there were one about to 
expire. After updating the lease time, the lease time of all 
addresses is same. And an ad hoc node periodically updates 
timer. A few addresses expired can be handled by the du-
plication detection. If there were conflict before allocating 

the address to the ad hoc node, the main DHCP server 
would extend lease time of address.  

In our scheme, it is possible for ad hoc nodes to 
receive configuration information faster than the ordinary 
DHCP relay because they can receive configuration infor-
mation from the neighbor ad hoc nodes within one hop 
distance when the neighbor nodes have cached addresses. 
Even at the worst case, delay is no longer than that of the 
normal DHCP service. It is not guaranteed that a surrogate 
node, which relays address request to the main DHCP 
server, is always staying near a new ad hoc node. It means 
a new ad hoc node may retry to request an address. More-
over our scheme needs no route request for searching the 
path to the main DHCP server in case of receiving informa-
tion from neighbor nodes. It also does not invoke release 
message broadcast when node leaves network. It just gives 
its own or cached IP addresses to a specific neighbor node. 
If every nodes use the main DHCP server for requesting 
and releasing the configuration information, wired and 
wireless resources of infrastructure are wasted by configu-
ration traffic.  

We can reduce the traffic by trying to localize the con-
figuration within the ad hoc network. Each node manages 
available IP addresses to allocate other nodes and expira-
tion time of addresses. And each node has different cached 
IP address information and does not need the control mes-
sages for keeping consistency among the ad hoc nodes. 
Furthermore when the main DHCP server on infrastructure 
goes down, there is no problem to configure a new comer 
in the network. Our scheme is tolerable in failure by dis-
tributing configuration information. After the main DHCP 
server was recovered, address configuration information is 
automatically updated by periodic request from caching ad 
hoc nodes. 
 

4. SIMULATION 
 

4.1 Simulation model 
We use NS-2 simulator for the simulation. The scenario is 
like below; 
 

- Region size : 500m x 500m 
- Number of nodes : 30 ~ 50 
- Total time : 2,400 seconds 
- Average lifetime : 50seconds 
- Leave mode 
 OFF : DIE = 9 : 1 
 OFF : Leaving with notification 
 DIE : Leaving without notification (to simu-
late abrupt power off or failures) 



 

4.2 Implementation 
For test the validity of our scheme, we implemented our 
scheme and DHCP with flooding using ns-2. We imple-
mented ad hoc routing agent in ns-2 pass IP broadcast 
packets to upper layers by modifying the source code of 
AODV routing protocol. Therefore, ad hoc nodes can send 
and receive IP broadcast packets. 

The integration of automatic configuration services 
with routing protocols and the proper mixture of broadcast 
and unicast for configuration are also necessary. 

All details of our scheme and DHCP with flooding are 
implemented. We found that in the real implementations of 
DHCP there are several improvements and optimizations 
that are not specified in the [2]. Some of features in our 
scheme, such as extension of expiration time, are not im-
plemented, because those features are not crucial parts of 
distributed cache based configuration. 
 

4.3 Analysis of results 
We tested our scheme and DHCP (with flooding) using the 
same scenario file generated by modified version of setdest, 
which is included as an independent application of ns-2. In 
this scenario, there are 637 configuration tries. Overall test 
results are summarized in the following table. 

 Successful 
configuration 

Total 
number of 

packets 
(transmit-
ted + re-
ceived) 

Total num-
ber of dropped 

packets by 
duplication 

checks 

Our 
scheme 

371 2,038,598 936,291 

DHCP 382 2,111,443 976,719 

 
The success rate of configuration with our scheme is 

slightly (around 3%) lower than the rate with DHCP. This 
may be due to the fact that in our scheme, local caching 
server that offered IP addresses for configuration could 
become unreachable more frequently before the configura-
tion process is finished. These cases may happen when the 
offering caching node may be off or intermediate nodes are 
off or moved, or too many requests are made against the 
node, which has a very limited cache buffer. In DHCP 
environment, since the configuration relies only on the 
“fixed” and “always-on” DHCP server, the possibility of 
failed configuration due to the movement or off the node is 
zero. 
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Fig. 4  Relative Configuration Time 

 
The number of total and duplicated packets with our 
scheme is about 4% less than that with DHCP. This is be-
cause the node with cached IP addresses sends replies in-
stead of forwarding the request packets with IP broadcast. 
The overhead of packet transmission can be more reduced 
with proper use of unicast.. (Note: The current implementa-
tion of our scheme and DHCP does not use unicast at all to 
simplify the implementation and the fair comparison.) 

We also compared configuration delays from the 
server and from the cache nodes. With the current scenario 
data, 59 out of total 371 configurations (about 16%) of 
total configuration are done by addresses from the caching 
nodes. As shown in the above graphs, the configuration 
delay with caching nodes is about 10% faster. 
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